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## General Introduction

The controlled manufacture of nanometric scale structures poses important challenges to the theoretical description of the physical phenomena involved. Comprehending them facilitates the design of new technologies based in manipulating matter at the atomic or molecular levels, in order to develop applications relevant to industrial processes.

This thesis addresses two concrete problems, one in the realm of electron dispersion, and another being the existence of electrons bound to a nanostructure as a whole instead of, as usual, being bound to one of the atoms.

In this work, specific emphasis is placed on the problem of electron dispersion, where novel aspects of modeling the phenomenon at nanometric scale are taken into account: 1.- The motion of electromagnetic waves in reduced spaces so minuscule that their dimensions are smaller than the length of the wave through which they propagate. These are called "sub-wavelength electromagnetic phenomena."
2.- The motion of electron packets in spaces that are too close together: the emission source, obstacles that get in their way, and the region where the phenomenon of dispersion is detected.

For the case of the motion of electrons in minuscule spaces, two problems are outlined: A) the algebraic difficulty in treating the phenomenon of dispersed outgoing waves analytically, which is complex given that nanometric scales do not allow for one to impose the usual boundary conditions. The other is the existence of interactions between the wave packet and obstacles in their way, where it becomes important to make the distinction if they are dielectric or conductors.

Considering all of that, an important phenomenon is the double-slit experiment, carried out by electrons moving across semiconductors. It was carried out for the first time using electrons in a vacuum in 1961 and has been repeated many times since. The other modality is that when the electrons move through a semiconductor which has further semiconductors inserted on it, that have a larger band gap. Thus, the energy of the moving electrons is not enough to move through an array of semiconductors, with a gap in between them.

In this kind of dispersion phenomena involving electrons, the material of the obstacles that are utilized to represent the slits matters. If it is dielectric, we can see an interaction between the electron charge and the electric dipoles that corresponds to the presence of walls interacting with moving charges. On the other hand, if the material is a conductor, one can see that the negative charges tend to move away from the electron cloud as it travels near them. In this case we see the rise of charge-charge interaction. The relevant aspect of this latter interaction is that it is five times more energetic than a dipole-dipole interaction. Also, the strength of the former has a longer range and loses intensity in the form, $\frac{1}{r^{2}}$ whereas the latter does so at $\frac{1}{r^{6}}$. In this last case, writing the Hamiltonian can be done without sacrificing considerable precision. However, when dealing with charge-charge interactions it is necessary to account for a term that includes an excess of positive charges in the conductor, that agglutinate near the slits. The situation becomes more complex when choosing the direction of an electron pulse because the positive charges of the conductive material get close to the slits and then return to reestablish electrostatic equilibrium.

The model being posed here has significance in the design of electronic devices at
the nanometric scale and the focus of the work on this thesis is the simplest form of the problem, which is with electrons moving through a vacuum. With this problem solved, it becomes feasible to tackle the complications mentioned previously, one by one. That is the purpose of Chapter 1.

The first chapter of this thesis is titled "Spatial and temporal description of electron diffraction through a double slit at the nanometer scale," [8] where the time dependent Schrödinger equation is used to solve the double-slit problem, that is represented as an electron pulse traveling towards a dielectric wall with two long, parallel slits.

The solution is obtained from an initial condition of a function $\psi(\vec{r}, t=0)$, which is a gaussian probability amplitude.

The standard analytical framework [6] is not applicable in this case due to the following reasons:

- the slits are not infinitely thin. Their width plays a role in the phenomenon.
- the emission source is in such close proximity to the slits that it cannot be represented as a plane wave. Hence, what reaches the slits is a wavefront that still presents significant curvature and thus the hypothesis of the magnitude of the wave being the same in all points of the slit is unfulfilled.
- the detectors that make it possible to measure the diffracted pulse are so close to the slits that it is not possible to make the approximation of the wave length being too small compared to the distances involved between the slits and the detectors.

It is necessary to mention various aspects before explaining that we choose a specific physical system in the problem of electrons bound to a nanostructure because they are taken to be clusters of atoms that have been manufactured with different techniques. When nucleation takes place in gaseous phase, atoms aggregate as they move randomly throughout the gas. Under this circumnstance it is possible that, before a cluster can be bound to an atom in direct manner, it is possible that it binds a single electron. Hence we are dealing with a kind of super atom where the electron follows the laws of quantum mechanics and has properties that can be studied. This thesis focuses on the case of a cluster with electric dipole moment in which one of its atoms has lost an electron. In this case, the work starts from a classical problem calculated by Sergio Gutiérrez López [22], who showed that one of these physical systems has an associated constant of motion, and, if an electric charge moves in its vicinity, then it can have stable orbits. Therefore, the quantum treatment of the problem is outlined as follows:

- What are the properties of a nanostructure after it became ionized and bound an electron to its periphery?
- The theoretical classical result opens the possibility that there exist quantum states of electrons bound to nanoparticles.
- If so, its energy spectra would give raise to electronic transitions with emission and absorption properties that can be observed so long as the half-lives of those states allow for it.
- In case of existing, the detection of an absorption-emission spectrum of light must depend on its intensity and, thus, on the quantity of ionized nanostructures, but this last aspect is left outside of the scope of this work.

The results are located in Chapter 2 of this thesis and correspond to the published paper titled "Bidimensional bound states for charged polar nanoparticles." [9] We also have obtained conclusive results for the tridimensional case.

The second objective consisted in generalizing the previous work to three dimensions. We obtained the classical form of a new constant of motion and found the quantum operator associated with it. We also solved the Schrödinger equation separating the angular part to demonstrate that the probability density slides towards the angle $\theta<\frac{\pi}{2}$. We studied the radial part and obtained the energies for the ground state and two excited states. We plotted the radial component of the wave function for a small electric dipole such as the cluster $(G a A s)_{3}$ and for very large electric dipoles such as fullerenes $R b C_{60}$ and $L i C_{60}$.

The results were published in the academic paper titled "Behavior of an electron in the vicinity of a tridimensional charged polar nanoparticle through a classical and quantum constant of motion," $[10]$ in the Journal of Nanoparticle Research.

## SPATIAL AND TEMPORAL DESCRIPTION OF ELECTRON DIFFRACTION THROUGH A DOUBLE-SLIT AT THE NANOMETRE SCALE

### 1.1 Introduction

A numerical method is employed in order to study the time evolution of an electron wave packet that diffracts through a double slit at nanometric scale. The phenomenon of a wave packet in the vicinity of a double-slit is described. We explore the passing of the wave packet through the slits and how it diffracts. The dimensions of the setup are kept down to a hundred nanometers, meaning the common analytic approaches most used in the literature cannot be used.

The most common way of dealing with quantum diffraction is to use the Schrödinger equation, such that the Green function method is applied to obtain the HelmoltzKirchoff integral which is evaluated over a surface $S_{1}$, though there is a different surface $S_{2}$ corresponding to the wave front of the packet. Many hypotheses must be introduced to calculate the Helmholtz-Kirchoff formula. These can be enumerated as follows: 1) if $|\vec{r}|$ is the distance from the point $\vec{r}$ to $S_{2}$, and $\lambda$ is the wave length, it must be true that $|\vec{r}| \gg \lambda$. 2) The slit walls must be opaque and assumed to be infinitely thin, so as to avoid having to treat the apertures as channels where electrons traverse. 3) The integral is evaluated over $S_{1}$ which does not coincide with $S_{2}$. 4) If $\vec{r}_{0}$ is any interior point to $S_{1}$ and $s=\left|\vec{r}-\vec{r}_{0}\right|$, it is postulated that $\{|\vec{r}, s|\} \gg \lambda$ to guarantee that $|i k| \gg\left\{\frac{1}{s}, \frac{1}{|\vec{r}|}\right\}$.

Louis de Broglie presented the idea of the wave-like nature of corpuscles, he believed that the model of waves should be applied to both matter and radiation [17]. Operating in that context, he proposed the potential diffraction of electrons in crystals in order to test it. Davisson and Germer [16] measured experimentally, as documented by Gehrenbeck [20].

Quantum scattering has been studied with analytical and numerical approaches in the last decades[29, 32, 1, 43, 21, 33], but it could be helpful for undergraduate students to visualize its evolution in time by using images. In addition to that, particle diffraction experiments are available for electrons, neutrons, $C_{60}$ fullerenes, and other systems, see for example [45, 4, 25]. It is clear from these developments that double slit phenomena are important not simply due to the conceptual aspects of quantum theory. Now it is known that it will be useful for new technologies, like the electron manipulation using laser beams in the vicinity of nanostructures, which could have interesting implications for fundamental technological research.

In this work, we solve the Schrödinger equation to study the temporal evolution of a gaussian wave packet that incides against a wall with two slits that are small compared to the dimensions of the region where the probability density of the outgoing packet is zero. The wall is represented with a potential $V(x, y)$ which is high enough to prevent tunneling effects. The numerical calculation relies on the method of finite differences in the time domain (FDTD) and is applied to an nondimensionalized form of the equation, in a rectangular grid. We obtain the time evolution of both the time amplitude and the probability density in the configuration space. Though in this chapter only four graphs are presented, it is possible to build an animation of the phenomenon that would have didactic utility. If the grid utilized in the numerical calculation consists of cells of 1 nm in length, the diffraction process takes place in $4.32 \times 10^{-12}$ s. 26 cells of the computational space are chosen to serve as collectors, in an arrangement parallel to the double slit wall, where data is stored per every iteration of the algorithm. They are placed at a distance less than nine times the width of the slits to ensure a scheme that is not often considered in
conventional literature. When thinking of nanometric size devices, it is important to know the behavior of electrons in regions close to the walls.

These signals, collected at fixed regions, are time series whose Fourier transforms are calculated to plot the square of its absolute value. We take the wave function at fixed times and calculate the probability density in momentum space. We also modify the grid size to accomodate for micrometric scales, or greater. It is necessary to modify the length of time concerning the phenomenon under study.

### 1.2 Nondimentionalization, the FDTD method, and stability

We first used a process of nondimensionalization of the Schrödinger equation, in order to facilitate a finely tuned control of both the grid size and the algorithmic time steps. This allows us to shift calculations to a system of arbitrary units in space and time, that be easily manipulated to fit any scale in a straight forward manner simply by adjusting a set of constants.

### 1.2.1 Nondimentionalization and scale selection

Starting from the Schrödinger equation:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m_{e}} \nabla^{2} \psi(\vec{x}, t)+V(\vec{x}) \psi(\vec{x}, t)=i \hbar \frac{\psi(\partial \vec{x}, t)}{\partial t} \tag{1.1}
\end{equation*}
$$

where $m_{e}$ es the electron mass, and $V(\vec{x})$ is the potential representing the double slit barrier

$$
\begin{equation*}
V(\vec{x})=V_{0} f(\vec{x}), \tag{1.2}
\end{equation*}
$$

A change of scale is introduced:

$$
\begin{equation*}
\vec{x}=(x, y, z)=a \vec{\eta}=a\left(\eta_{x}, \eta_{y}, \eta_{z}\right), \tag{1.3}
\end{equation*}
$$

where $a$ is measured in meters, and $\vec{\eta}$ has no units. The Laplacian changes into: $\nabla^{2}=\frac{1}{a^{2}} \nabla_{\eta}^{2}$. Time also undergoes a change of scale as given by $t=\tau s$, which is measured in seconds, and where $s$ also lacks units. By taking $\frac{2 m_{e} a^{2}}{\hbar^{2}} V_{0}=3$ we obtain $V_{o}$ large enough to prevent tunneling effects through the potential walls. The following is also true: $a=\sqrt{\frac{3 \hbar^{2}}{2 m_{e} V_{0}}}$ and $\tau=\frac{2 m_{e} a^{2}}{\hbar}$, in order to obtain an nondimensionalized form of the Schrödinger equation.

$$
\begin{equation*}
\nabla^{2} \psi(\vec{\eta}, s)-f(\vec{\eta}) \psi(\vec{\eta}, s)=-i \frac{\partial \psi(\vec{\eta}, s)}{\partial s} \tag{1.4}
\end{equation*}
$$

The stability condition is

$$
\begin{equation*}
\Delta s \leq r_{a}\left(\Delta \eta_{x}\right)^{2}, \tag{1.5}
\end{equation*}
$$

In this chapter $f(\vec{x})$ is given by:

$$
f(\vec{x})=\left\{\begin{array}{cc}
3, & 1 \leq x \leq x_{1}, \\
\quad x_{2} \leq x \leq x_{3}, \quad x_{2} \leq 1 \leq x \leq L_{1} \\
0, & y_{1} \leq y \leq y_{2} \\
0, & \text { otherwise }
\end{array}\right.
$$



Figure 1.1: Spatial representation of the potential barrier, $f(\vec{x})$.
where $x_{1}=136, x_{2}=156, x_{3}=196 ; y_{1}=171, y_{2}=181$. The dimensions of the box are $L_{1}=L_{2}=351$. $V_{0}=0.1143 \mathrm{eV}$. This function is represented by the Figure 1.1.

This scale shift makes it easier to work in the nanoscale by taking $a=1 \times 10^{-9} \mathrm{~m}$. In this case $\tau=1.7276 \times 10^{-14} \mathrm{~s}$ and $V_{0}=0.1143 \mathrm{eV}$, so that $\Delta t=\tau \Delta \mathrm{s}=2.1595 \times$ $10^{-15} \mathrm{~s}$. The solution is expressed in algorithmic time. In order to relate it with real time, it is enough to multiply it by the constant $t=2.1595 \mathrm{fs}$.

It is possible to produce the diffraction of particle beams using neutrons, atoms, molecules, $C_{60}$ fullerenes, etc[47][7][3][31].

For the potential barrier shown in Figure 1.1 in this work, it is possible to run a simulation completely at the nanoscale range. We set the scale by evaluating $a=1 \mathrm{~nm}$. From there we can set the mass $m$ of the diffracted particle of our choosing. For this chapter, we are working with the electron mass. We set the de Broglie wavelength $\lambda$. The initial wave packet is determined in this way. The value of $\tau$ is straightforward too.

### 1.2.2 The FDTD method

The finite difference in the time domain method was introduced by Kane Yee in 1966[46] in order to solve Maxwell's equations but it can also be used to solve the Schrödinger equation[30][44][35][36][37][38], which is what we do in this work. For the one dimensional case

$$
\begin{equation*}
i \hbar \frac{\partial \psi(x, t)}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \psi(x, t)}{\partial x^{2}}+V(x) \psi(x, t) \tag{1.6}
\end{equation*}
$$

where we propose a solution of the form:

$$
\begin{equation*}
\psi(x, t)=\psi_{1}(x, t)+i \psi_{2}(x, t) . \tag{1.7}
\end{equation*}
$$

By direct calculation, one obtains the following equations:

$$
\begin{align*}
\hbar \frac{\partial \psi_{1}(x, t)}{\partial t} & =-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \psi_{2}(x, t)}{\partial x^{2}}+V(x) \psi_{2}(x, t)  \tag{1.8}\\
-\hbar \frac{\partial \psi_{2}(x, t)}{\partial t} & =-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \psi_{1}(x, t)}{\partial x^{2}}+V(x) \psi_{1}(x, t) \tag{1.9}
\end{align*}
$$

Where the solution will be located in the interval: $0 \leq x \leq L$, as well as a partition

$$
\begin{equation*}
\Delta x=\frac{L}{N} \tag{1.10}
\end{equation*}
$$

where $N$ is a natural number.
In order to discretize time for (1.8), we use the following partition:

$$
\{0, \Delta t, 2 \Delta t, \ldots, n \Delta t\}
$$

Equation (1.9) is discretized using the next partitioning scheme:

$$
\left\{\frac{1}{2} \Delta t, \frac{3}{2} \Delta t, \ldots,\left(n+\frac{1}{2}\right) \Delta t, \ldots\right\}
$$

The potential $V(x)$ is evaluated at each point and denoted as $V_{j}=V(j \Delta x)$.
Discretizing the derivatives in space and time:

$$
\begin{align*}
\frac{\partial^{2} \psi(x, t)}{\partial x^{2}} & \simeq 8 \frac{1}{\Delta t}[\psi(x+\Delta x, t)-2 \psi(x, t)+\psi(x-\Delta x, t)]  \tag{1.11}\\
\frac{\partial \psi(x, t)}{\partial t} & \simeq \frac{1}{2 \Delta t}[\psi(x, t+\Delta t)-\psi(x, t-\Delta t)] \tag{1.12}
\end{align*}
$$

For ease of notation and calculations we use

$$
\begin{equation*}
\psi(j \Delta x, n \Delta t)=\psi_{j}^{n} . \tag{1.13}
\end{equation*}
$$

Once discretized, the equations for (1.8) and (1.9) take the form

$$
\begin{gather*}
\left(\psi_{1}\right)_{j}^{n+1} \simeq\left(\psi_{1}\right)_{j}^{n}-\frac{\hbar \Delta t}{2 m(\Delta x)^{2}}\left[\left(\psi_{2}\right)_{j+1}^{n+\frac{1}{2}}-2\left(\psi_{2}\right)_{j}^{n+\frac{1}{2}}+\left(\psi_{2}\right)_{j-1}^{n+\frac{1}{2}}\right]+\frac{\Delta t}{\hbar} V_{j}\left(\psi_{2}\right)_{j-1}^{n+\frac{1}{2}},  \tag{1.14}\\
\left(\psi_{2}\right)_{j}^{n+\frac{1}{2}} \simeq\left(\psi_{2}\right)_{j}^{n-\frac{1}{2}}+\frac{\hbar \Delta t}{2 m(\Delta x)^{2}}\left[\left(\psi_{1}\right)_{j+1}^{n}-2\left(\psi_{1}\right)_{j}^{n}+\left(\psi_{1}\right)_{j-1}^{n}\right]+\frac{\Delta t}{\hbar} V_{j}\left(\psi_{2}\right)_{j}^{n} . \tag{1.15}
\end{gather*}
$$

The purpose of this formulation is to calculate the values of $\psi_{1}$ from initial values of $\psi_{2}$, and to use the latter to recalculate $\psi_{1}$ and repeat the succession over algorithmic time until a run is finished, as shown in Figure 1.2.

The equation in two dimensions is solved in a similar manner. The algorithmic time was chosen to end at a specific point when the wave front has not reached the walls yet; also, a sufficiently large $L$ was chosen in order to minimize their effect. That is how we avoided the inclusion of absorbing boundary conditions whose calculation complicates the algorithm needlessly.


Figure 1.2: Visualization of the temporal discretization scheme. The real and imaginary components are shifted in time by $\frac{1}{2} \Delta t$. The updating of $\psi_{1}$ depends on $\psi_{2}$ and viceversa. a) Update diagram of $\psi_{1}$ using (1.14), b) Update diagram of $\psi_{2}$ using (1.15).

### 1.2.3 Stability conditions

One can say that, in finite difference approximations, the algorithm is stable so long as truncation errors, round-off, etc. decay from one time step to the next. This can be explained in one dimension, in a grid with time steps $n \Delta t$ in the vertical axis and the spacial steps $\Delta x$ in the horizontal axis. The propagation of the solution must be such that the wave front reaches each horizontal line of the grid before the vertical ones. In an algebraic way, it means that $v_{g} \Delta t<\Delta x$. Therefore, a relation between the spatial and temporal discretizations is necessary in order to keep the numerical error under control. This is done by Soriano et al.[34] by separating the Schrödinger equation in two eigenvalue problems, spatial and temporal:

$$
i \hbar \frac{\partial \psi}{\partial t}=\lambda \psi, \quad \quad \hat{H} \psi=\lambda \psi
$$

The points of the grid can be defined as: $(n \Delta t, j \Delta x, r \Delta y, s \Delta z)$ with $n, j, r, s$, being four non negative integers. The function $\psi(n \Delta t, j \Delta x, r \Delta y, s \Delta z)$ is denoted as $\psi^{n}(j, r, s)$. The temporal derivative is discretized to find

$$
\frac{i \hbar}{\Delta t}\left[\psi^{n+\frac{1}{2}}(j, r, s)-\psi^{n-\frac{1}{2}}(j, r, s)\right]=\lambda \psi^{n}(j, r, s)
$$

A growing factor is defined as $q=\frac{\psi^{n+\frac{1}{2}}(j, r, s)}{\psi^{n}(j, r, s)}$, and the last discretization is written as a second degree equation

$$
q^{2}+i \frac{\Delta t \lambda}{\hbar} q-1=0
$$

It must be noted that $\lambda$ is real because $i \hbar \frac{\partial}{\partial t}$ and $\hat{H}$ are hermitian operators. So, the solution can produce $q=\frac{\psi^{n+\frac{1}{2}}(j, r, s)}{\psi^{n}(j, r, s)}<1$ if $\frac{\lambda \Delta t}{2 \hbar}<1$. A wave packet can be expressed as a linear combination of plane waves so that $\psi^{n}(j, r, s)$ can be written as follows:

$$
\psi^{n}(j, r, s)=A e^{i\left(j k_{x} \Delta_{x}+r k_{y} \Delta_{y}, s k_{z} \Delta_{z}-n \omega \Delta t\right)} .
$$

The discretization of the second derivative is of the form

$$
\frac{\left[\psi^{n}(j, r, s)\right]^{\prime \prime}}{\psi^{n}(j, r, s)} \simeq \frac{\sin ^{2}\left(\frac{k_{x} \Delta x}{2}\right)}{(\Delta x)^{2}}
$$

where $\left[\psi^{n}(j, r, s)\right]^{\prime \prime}$ is the second spatial derivative. The eigen-value problem produces the relation:

$$
\lambda \simeq-\frac{\left[\psi^{n}(j, r, s)\right]^{\prime \prime}}{\psi^{n}(j, r, s)}+V \simeq \frac{2 \hbar^{2}}{m} \frac{\sin ^{2}\left(\frac{k_{x} \Delta x}{2}\right)}{(\Delta x)^{2}}+V .
$$

Its generalization to three dimensions produces

$$
\frac{2 \hbar}{\Delta t}>\frac{2 \hbar^{2}}{m}\left[\frac{\sin \left(\frac{k_{x} \Delta x}{2}\right)}{(\Delta x)^{2}}+\frac{\sin \left(\frac{k_{y} \Delta y}{2}\right)}{(\Delta y)^{2}}+\frac{\sin \left(\frac{k_{z} \Delta z}{2}\right)}{(\Delta z)^{2}}\right]+V .
$$

Taking the maximum absolute value of the potential $V_{\max }$, and considering that $\sin (\alpha)^{2}<1$, a simple inequality is proposed:

$$
\frac{2 \hbar}{\Delta t}>\frac{2 \hbar^{2}}{m}\left[\frac{1}{(\Delta x)^{2}}+\frac{1}{(\Delta y)^{2}}+\frac{1}{(\Delta z)^{2}}\right]+V_{\max }
$$

### 1.3 Physical System

We solved the Schrödinger equation numerically. The values of the parameters were chosen to work at the nanoscale. The system consists of a wall with a double-slit.

The incident electron wave packet is specified as

$$
\begin{equation*}
\psi(x, y, t=0)=N e^{-\frac{1}{2}\left(\frac{x-x_{0}}{\sigma_{x}}\right)^{2}-\frac{1}{2}\left(\frac{y-y_{0}}{\sigma_{y}}\right)^{2}} e^{i\left[\frac{2 \pi}{\lambda} \vec{k} \cdot\left(\vec{x}-\overrightarrow{x_{0}}\right)\right]} \tag{1.16}
\end{equation*}
$$

where $x_{0}$ and $y_{0}$ are the starting location of the center of the wave packet at time $t=0$, which will be sent from the middle of the grid in the direction $\vec{k}=k \hat{n}=\frac{2 \pi}{\lambda}(0,1)$. A one-dimensional version of this wave packet is analyzed by Cohen-Tannoudji, et., al.[11] They consider the superposition of plane waves in configuration space:

$$
\psi(x, t)=\frac{\sqrt{a}}{(2 \pi)^{\frac{3}{4}}} \int_{-\infty}^{\infty} e^{-\frac{\alpha^{2}}{4}\left(k-k_{0}\right)^{2}} e^{i[k x-\omega(k) t]} d t
$$

with $\omega(k)=\frac{\hbar k^{2}}{2 m}$. Evaluating the integral defines the wave packet as

$$
\psi(x, t)=\left(\frac{2 a^{2}}{\pi}\right)^{\frac{1}{4}} \frac{e^{i \phi}}{\left[a^{4}+\frac{4 \hbar^{2} t^{2}}{m^{2}}\right]^{\frac{1}{4}}} e^{i k_{0} x} e^{-\frac{\left(x-\frac{\hbar k_{0}}{} t\right)}{\left(a^{2}+2 i \frac{\hbar t}{m}\right)}},
$$

so that when comparing the well known normal distribution function with the probability density $\rho(x, t)=|\psi(x, t)|^{2}$, one finds that the wave packet moves with the speed $\frac{\hbar k_{0}}{m}$ and its standard deviation grows as follows

$$
\sigma(t)=\sigma_{0}\left[1+\frac{\hbar^{2} t^{2}}{4 \sigma_{0}^{2} m^{2}}\right]^{\frac{1}{2}}
$$

where $\sigma_{0}$ is the standard deviation at time $t=0$. Since the coefficient of $t$ is very large, the numerical simulation must exhibit spreading even for short times.

Since the wave function must remain normalized at all times, it served an important purpose in this work. We calculated the normalization constant $N$ in order carry out a normalization check of the wave function, before applying the FDTD method. The procedure was repeated after the last iteration concluded, in order to verify that the algorithm remained stable throughout the whole run.

The parameters utilized were the following: $\lambda=12,16, \Delta \sigma_{x}=\sigma \eta_{y}=1, r_{a}=1.8$ (stability parameter), and $\Delta s=r_{a}\left(\Delta_{x}\right)^{2}$ which is the time between iterations of the algorithm.

The flux velocity of the wave packet is

$$
\begin{equation*}
\vec{v}=\frac{i \hbar}{2 m_{e}}\left(\frac{\nabla \psi^{*}}{\psi^{*}}-\frac{\nabla \psi}{\psi}\right)=\frac{i \hbar}{2 m_{e}}(0,-2 i k) . \tag{1.17}
\end{equation*}
$$

Evaluated with $\lambda=12 \mathrm{~nm}$ produces

$$
\begin{equation*}
\vec{v}=\hat{y} \frac{\hbar}{m_{e}} \frac{2 \pi}{\lambda}=6.0616 \times 10^{4} \frac{m}{s} \hat{y}, \tag{1.18}
\end{equation*}
$$

and the energy is

$$
\begin{equation*}
\epsilon=\frac{1}{2} m_{e} v^{2}=1.0445 \times 10^{-2} \mathrm{eV} \tag{1.19}
\end{equation*}
$$

This is a magnitude 9 times the potential $V_{0}$, as mentioned in the nondimensionalization section. To the knowledge of the authors, electron beams can be produced with an intensity of 1 eV [28]. If the time unit is $\Delta t$, every increment in frequency will be $\Delta \nu=\frac{1}{\Delta t}=7.0659 \times 10^{9} \frac{1}{s}$. That way, the energy counts are multiples of the magnitude $\Delta \epsilon=h \Delta \nu=2.92 \times 10^{-5} \mathrm{eV}$.

The numerical solution seeks to model a physical system in which an electron wave packet is sent in the vertical direction from the position $\vec{x}=\left(x_{0}, y_{0}\right)$. The walls that the wave packet will interact with are represented as a potential in the Schrödinger equation. It has two slits in the $\hat{z}$ direction. In this way, the problem will be studied in a bidimensional box where $x$ is the horizontal axis and $y$ is the vertical axis. We choose twenty six cells where changes we will store the values of the wave function over time, where the data will be stored in separate files.

Going forward, we will refer to these cells as collectors. These will be used to store the probability density data and its behavior as it moves through the system, as it passes through the locations corresponding to the cells. As shown in the figure, twenty six collectors are placed on the opposite side of the two slits, at $y=380 \mathrm{~nm}$, covering the cells marked by $\vec{x}_{j}$, with $j=1, \ldots, 26$, separated a distance $\delta \eta=6 \mathrm{~nm}$. The presence of the wave packet will be registered in each of them. There, $\psi\left(\vec{x}_{j}, t\right)=\psi_{r}\left(\vec{x}_{j}, t\right)+i \psi_{i m}\left(\vec{x}_{j}, t\right)$ will be recorded as it makes its way through, increasing in intensity over time. The wave function $\psi\left(\vec{x}_{j}, t\right)=\psi_{r}\left(\vec{x}_{j}, t\right)+i \psi_{i m}\left(\vec{x}_{j}, t\right)$ will be recorded as it makes its way through the collectors, where they will record the values that it takes over time will be recorded and stored until the wave packet has left completely.

The dimensions of the barrier are: width $h=10 \mathrm{~nm}$, the slits are 20 nm long, and their separation is 120 nm . The experimental arrangement of the physical system is set up as shown in Figure 1.3.


Figure 1.3: Spatial arrangement of the numerical space. The width of the box is 551 nm and its height 654 nm . Using $\tau=1.7276 \times 10^{-14} \mathrm{~s}$. The double-slit wall is located 215 nm from the origin, and the collector line is placed 165 nm from the wall. The wave packet travels from the lower part in the vertical direction. The vertical width of the wall is $h=10 \mathrm{~nm}$. The width of each slit is 20 nm .

### 1.4 Numerical Results

The results presented in this section are organized as follows: $\psi$ and $\rho$ are plotted in the configuration space at different times, more specifically in subsection 1.4.1. The time evolution of the wave packet is recorded for said times at several fixed regions (specific cells of the grid), and their Fourier transforms are presented in subsection 1.4.2. Representation in momentum space is shown in subsection 1.4.3.

### 1.4.1 Configuration Space

A solution of the Schrödinger equation in the numerical space is found for every iteration of the FDTD algorithm. We obtain the values for the wave function $\psi(x, y, t)$ and for the probability density $\rho(x, y, t)=|\psi(x, y, t)|^{2}$. The algorithmic time will be denoted as $T$ from now on.

It is possible to observe the dispersive behavior of the probability density as it moves forward and approaches the vicinity of the walls. This is shown in Figure 1.4 on the left, at $T=165$ which corresponds to $t=0.356 \mathrm{ps}$; and on the right, at $T=700$, which corresponds to $t=1.512 \mathrm{ps}$.


Figure 1.4: Shape of the wave packet before diffraction. Left: $|\psi(\vec{x}, T=165)|^{2}, T=165$, which is equivalent to $t=0.356 \mathrm{ps}$. Right: wave packet at $T=700$, which is equivalent to $t=1.51 \mathrm{ps}$. The wave packet undergoes gradual dispersion over time.

The wave packet crossing the double-slit can be appreciated in Figure 1.5 on the left, at $T=1020$, which corresponds to $t=2.203 \mathrm{ps}$. The wave-like nature of the phenomenon presents itself almost immediately at $T=1225$, which corresponds to $t=2.710 \mathrm{ps}$. This is when the interference pattern starts to appear.


Figure 1.5: Appearance of interference pattern in the probability density, the potential is situated at $y=0$. Left: at $T=1020$, which corresponds to $t=2.203 \mathrm{ps}$. It forms two peaks as it passes through the double slit. Right: at $T=1255$, which corresponds to 2.710 ps , where the beginning stages of the interference pattern appear.

The shape of the interference pattern appears very early on, as shown in Figure 1.6. The times are $T=1495=3.228 \mathrm{ps}$, and $T=1605=3.466 \mathrm{ps}$.


Figure 1.6: Formation of the interference pattern in $|\psi(\vec{x}, T)|^{2}$, the potential is situated at $y=0$. Left: pattern at $T=1495$, which correspond to $t=3.228 \mathrm{ps}$. Right: pattern at $T=1605$, which correspond to $t=3.466 \mathrm{ps}$.

Focusing on the line $y=0$, we can visualize a closer relationship between the numerical results and the figures most commonly found in the literature as shown in Figure 1.7. The difference in our work is that the initial wave packet is not an incident plane wave nor is the magnitude of the distance of the observation screens necessarily too far away, compared to the dimensions of the slits. The behavior can be mapped at any region and at any time of our choosing.

Each one of the collectors corresponds to an incident signal over a square surface whose edge length is 1 nm and are placed along the $y=380 \mathrm{~nm}$ line, where they will record the values of the probability density in place. They are twenty six in total and are placed 6 nm apart, their positions are denoted as $\vec{x}_{k}$, with $j=1,2, \ldots, 26$. The line is located 165 nm away from the double slit wall, as seen in Figure 1.8. Four algorithmic times were chosen in order to compare the behavior of the probability density: $T_{1}=1255=2.71 \mathrm{ps}, T_{2}=1459=3.15 \mathrm{ps}, T_{3}=1900=4.10 \mathrm{ps}$, and $T_{4}=2000=4.32 \mathrm{ps}$. Taking these times into account, we find that the displacement of the probability density in the direction parallel to the wall is extremely fast.


Figure 1.7: Intersection of $|\psi(\vec{x}, T)|^{2}$ with a plane parallel to the double slit, where the position of the potential wall is at $y=0$. This depiction is analogous to electron intensities hitting a screen.

The displacement of probability density in the direction parallel to the wall is extremely fast.


Figure 1.8: Intersection curves of $|\psi(\vec{x}, T)|^{2}$ with a plane parallel to the wall, placed at $y=$ 380 nm . The times are: $T=\{1255,1459,1900,2000\}$, which in real time correspond to $t=$ $\{2.71,3.15,4.10,4.32\}$ ps. Probability currents are discernible in the in the horizontal axis.

### 1.4.2 Collection at fixed points through time and comparison of local information

The study at fixed points is developed working with the same collectors. They are used to study the probability density as it passes through them. The value of the wave function $\psi\left(\vec{x}_{j}, t\right)$ is stored in each $\vec{x}_{j}$ at every iteration of the algorithm. This is how the probability density, $\rho\left(\vec{x}_{j}, t\right)=\left|\psi\left(\vec{x}_{j}, t\right)\right|^{2}$, is stored over time. It is analogous to an audience at a theater listening to music at different $\vec{x}_{k}$ locations, where sound waves will reach them where they sit for the duration of the melody. Figure 1.9 shows the results for three signals. They correspond to the collectors placed at $k=0,5,11$. It can be inferred from the plot that, for each collector, the wave packet will take at least $T=1500=3.24 \mathrm{ps}$.


Figure 1.9: Data as recorded by the collectors. It shows how the probability density increases and then diminishes over time, as the wave packet passes through them. The collectors are placed at $x=276 \mathrm{~nm}, k=0,1, \ldots, 13$; located over a line placed 65 nm ahead of the wall.

As expected, the maximum signal values from the twenty six collectors also follow a diffraction pattern, as shown in Figure 1.10:

The absolute value of the square of the Fourier transform $\left|\phi\left(\vec{x}_{j}, \omega\right)\right|^{2}$ for every collector can be calculated from $\psi\left(\vec{x}_{j}, t\right)$, by using the numerical version of the expression $\phi\left(\vec{x}_{j}, \omega\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \psi\left(\vec{x}_{j}, t\right) e^{-i \omega t} d t$. Maxima were calculated for each collector and they, again, show a diffraction pattern similar to the one corresponding to the probability densities $\rho\left(\vec{x}_{j}, t\right)$. The results are shown in Figure 1.11.

The structure of $\left|\phi\left(\vec{x}_{j}, \omega\right)\right|^{2}$ shows that the lowest frequencies are the most dominant. The cases chosen were for $j=0,5,11$ which appear in Figure 1.12 (left). This suggests that for $\lambda=12 \mathrm{~nm}$, the energy of the wave packet $\left(1.0445 \times 10^{-2} \mathrm{eV}\right)$ disperses in space while diffraction takes place. This means that the energy in each collector is $\epsilon_{1}=2.92 \times 10^{-5} \mathrm{eV}$. The relative importance of the higher energies

Configuration space


Figure 1.10: Depiction of the maxima $\left|\psi\left(\overrightarrow{x_{k}}, T\right)\right|_{\text {max }}^{2}$, as recorded by the collectors in configuration space. It follows an interference pattern.


Figure 1.11: Maxima of the at fixed points in momentum space of the probability density $\left|\phi\left(\overrightarrow{x_{j}}, \omega\right)\right|_{\text {max }}^{2}$. It also follows an interference pattern.
$\left(\epsilon_{n}=n \epsilon_{1}\right)$ decreases in a way that the relative weight for $\epsilon_{9}=9 \epsilon_{1}$ is $2.47496 \times 10^{-3}$ with respect to $\epsilon_{1}$. Also, the right tail of the right hand side of the frequencies plot represents magnitudes of $\left|\phi\left(\vec{x}_{j}, \omega\right)\right|^{2}$, whose relative importance is of the order of $1 \times 10^{-11}$ with respect to $\epsilon_{1}$. These peaks are located in frequencies that correspond to the energies between 4.6 meV and 6.57 meV , as shown in Figure 1.12.

The phenomenon of diffraction through the double-slit is such that the frequency spectrum of the wave packet is distributed through space. This means that all collectors receive different signals.


Figure 1.12: Left: depiction of the magnitude of the square of the absolute value of the Fourier transform $\left|\phi\left(\overrightarrow{x_{j}}, \omega\right)\right|^{2}$ with respect to $\omega$. It takes its more significant values at lower frequencies. Right: local peaks appear for higher energies but they are practically irrelevant.

### 1.4.3 Momentum space

The probability density in momentum space $\left|\phi\left(k_{x}, k_{y}, t_{k}\right)\right|^{2}$ for fixed times $t_{k}$ is evaluated using the expression $\phi\left(\vec{k}, t_{j}\right)=\frac{1}{\sqrt{(2 \pi)}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(\vec{x}, t) e^{-\vec{k} \cdot \vec{x}} d x d y$. The wave numbers $k_{x}$ and $k_{y}$ are expressed in arbitrary units and we pay particular attention only to the activity taking place in a line parallel to the wall with the double-slits. At first glance, the study is complicated due to the apparent absence of quantitative differences, as can be appreciated in Figure 1.13 recorded at $T_{1}=1255=2.71 \mathrm{ps}$ and $T_{2}=1605=3.47 \mathrm{ps}$.


Figure 1.13: Depiction of the probability density $|\phi(\vec{k}, \omega)|^{2}$ in momentum space. Left: for $T=1255$, which corresponds to $t=7.71 \mathrm{ps}$. Right: for $T=1605$, which corresponds to 3.47 ps . There is no apparent change from one time to the next.

To find the differences, we analyzed specific values $k_{y}$ of the function $\phi$ with $k_{x}$ as the single variable, and observed an interesting underlying dynamic of the probability distribution.

The behavior of the probability density in momentum space is revealed using time analysis of the evolution of $\left|\phi\left(k_{x}, k_{y}, t_{j}\right)\right|^{2}$ and comparing at different times $t_{j}$. It is compared at times $T_{j}=165=0.36 \mathrm{ps}$ and $T_{j}=915=1.98 \mathrm{ps}$. In both cases the wave packet does not reach the wall with the double-slits, thus diffraction has not begun yet. A comparison is made for $k_{y}=130,140,160$. In the three cases in Figure 1.14, where the corresponding curves are superimposed, we found that no changes are appreciable within the precision allowed by the numerical method.


Figure 1.14: Depiction of the probability density $\left|\phi\left(k_{x}, k_{y}, t_{j}\right)\right|^{2}$ in momentum space as would be seen on perpendicular planes intersecting at $k_{y}=130,140,160$. The curves are plotted against two distinct times $t_{j}$. As far as the precision of the numerical method allows, no changes occured.

It is a different situation when the wave packet is in the process of crossing through the double slit, recorded at $T_{j}=915$, and $T_{j}=1020=2.2 \mathrm{ps}$. A series of notable changes can be seen during this time interval, as shown in Figure 1.15.


Figure 1.15: Depiction of the probability density $\left|\phi\left(k_{x}, k_{y}, t_{j}\right)\right|^{2}$ in momentum space on perpendicular planes intersecting at $k_{y}=140,160$ at two distinct times $t_{j}$. Now changes are easily discernible, with the momenta changing drastically from one time to the next.

Paying attention on the line $k_{y}=140$, we see that the probability density in momentum space has a high value at time $T_{j}=915$, and reduces significantly at $T_{j}=1020$. On the other hand, in line $k_{y}=160$, the opposite is true: the probability density is small in $T_{j}=915$, and considerably increases at $T_{j}=1020$. Therefore, as diffraction evolves, we see that there is a probability shift in the region over the line $k_{y}=140$ to the line $k_{y}=160$. This is a generalized phenomenon showing that the values of the probability density are appreciably distinct from zero, meaning there is a considerable shift in the values of the momenta.

### 1.5 Conclusions

This chapter studies the time evolution of an electron wave packet of initial Gaussian probability distribution with a plane wave factor.

The incident wave packet interacts against a wall with two slits that are very large compared with the dimensions of the region where it scatters. The approach used in this work provides new insights in diffraction of electrons through a double slit. We nondimensionalized the Schrödinger equation so we could work with different scales in a more straightforward manner. Our interest lies in studying the region close to where the diffraction phenomenon takes place. For that purpose, data is recorded for fixed instants, at times when the diffracted wave packet has not traveled too far compared to the size of the slits, meaning that the probability density $\rho(\vec{x}, t)$ is different from zero at points not farther than ten times the value of the width of the slits. We solved the Schrödinger equation using the FDTD method, and recorded the solution in different ways: 1) at fixed times $t_{k}$, in order to obtain the spatial distribution $\rho(\vec{x}, t)=\left|\psi\left(\vec{x}, t_{j}\right)\right|^{2}$, and 2) at fixed $\vec{x}_{k}$ points, so as to record the evolution of the wave packet by the collectors in the different regions that they occupy, recording $\rho\left(\vec{x}_{k}, t\right)$. Fourier transforms were calculated for both cases and its results analyzed. By taking the size of a square cell to be that of 1 nm per side, it turns out that the phenomenon as a whole occurs in less than 4.32 ps , and the interference pattern appears only 0.5 ps after the wave packet crosses the double slit. Horizontal parallel lines to the wall were traced in order to reveal the existence of oscillatory behavior in that direction, modifying the probability density alongside it quickly and showing that we are not dealing with a stable pattern of interference, which is the case of observations concerning far fields. The collected signal at the collectors shows that the entirety of the wave packet passes through them in less than 3.24 ps . As expected, when comparing the maxima achieved by the probability density. The collection of peaks are similar to the interference pattern, and the same holds for the Fourier transforms $\left(\left|\phi\left(\vec{x}_{k}, t\right)\right|^{2}\right)$. From these results, it is clear that the probability density $|\rho(E)|$ decreases as the energy increases. We obtained the momentum space representation via the Fourier transform of the wave function $\psi\left(\vec{x}, t_{j}\right)$, and is denoted as $\phi\left(\vec{x}, t_{j}\right)$, and it is such that the square of its absolute value also reveals vigorous dynamics so that in the regions near where the diffraction phenomenon is taking place, the probabilities undergo a spatial redistribution that has a corresponding equivalent in the momentum space.

This treatment can be extended to the study of the behavior of a wave packet of electrons inside semiconductors by using the concept of effective mass.

### 1.5.1 Conceptual exercise

The interested reader can study diffraction of a wave packet that can correspond to different particles that move in space at either nanometric or micrometric scales. The mass $M$ is set, fixing the type of particle. By setting the value of $a$ is how dimensions are set. The value of $V_{0}$ is necessary to avoid tunneling through the potential, which is obtained using the expression presented at the end of the section 1.2.1. The value of the parameter $\tau$ relates to the algorithmic time with real time, and is determined automatically after setting $M$ and $a$.

Several projects can be developed by students at the undergraduate level. We
suggest working with a potential given by the expression:

$$
\begin{equation*}
V(x, y)=V_{0} e^{-\frac{\left(x-x_{0}\right)^{2}}{2 \sigma_{x}^{2}}-\frac{\left(y-y_{0}\right)^{2}}{2 \sigma_{y}^{2}}} \tag{1.20}
\end{equation*}
$$

Using values where $V_{0}>0$ one can plot images in which diffraction becomes evident as the wave packet splits upon reaching the potential, and this can be discussed in class. For $V_{0}<0$, the effect differs, and the packet sinks inside of the potential and is then shot forward in a concentrated form.

### 1.5.2 About the computer program

For this paper, the Schrödinger equation was solved via the FDTD method using a program written in the Julia programming language[5]. Time was discretized in $M$ time steps with a separation of $\Delta t$ between each. The solution consists of a set of files saved each iteration $t_{k}$, where $k=1,2, \ldots, M$. That way we have both $\psi_{1}^{k}$ and $\psi_{2}^{k}$, from which we can calculate $\rho_{k}$. Images can then be produced in .png format for each file using plotting libraries such as matplotlib (a python module)[24]. The set can then be concatenated and processed into a movie using an external file program, for example using FFmpeg[39] in LINUX in order to produce a video file.

# BIDIMENSIONAL BOUND STATES FOR CHARGED POLAR NANOPARTICLES 

### 2.1 Introduction

We consider a many atoms cluster which is trapped between two impenetrable surfaces such that the system is restricted to two dimensions. We assume that it is ionized and has a permanent electric dipole. We will tackle three objectives: 1) Present a plot based discussion of the eigenfunctions involved. 2) Study the role in the theoretical description involving a constant of motion, which is the quantum counterpart to the one discussed in [22] 3) Taking into account the work in [41], we seek the modelling of the cluster using a central potential that allows the electrons to come close to the set of atoms if they are energetic enough. It is a penetrable region that is described via Gaussian potential of finite height, that can be passed through by an electron with just enough energy.

The system has been widely studied in the literature, paying special attention to the case of a particle in a Coulomb potential with the addition of a dipole term. There are analytical solutions for this type of problems, but, frequently, most attention is paid to the loss of spherical symmetry. Reference [42] looks at the energy levels of an electron moving in a field produced by two fixed charges $\pm e$, that are a distance $R$ apart. They separated the equation in elliptical coordinates. They obtained two transcendental coupled equations and calculated the energies numerically. Their magnitude became less significant as $R$ decreased. They also applied their results to the topic of litium-boron embedded in silica and also to color centers in alkali halides. In [15], a study is carried out for the bound states of a system that consisted of a charged particle moving in an electric field. He showed that when the system was either a hard sphere or a finite dipole, the existence of the bound states depends solely on the reduced dipole moment $K=\frac{2 M}{\hbar^{2}} e D$. They also found that the resulting behavior could be characterized by two different types of conducts: one where bound states can exist and another where they do not. One of their observations, which is of interest in this work, is that their results are valid for any repulsive potential at short distances that takes the form of a dipole potential in large distances. In [40] they studied the same problem using a variational method where they separated the equation in elliptic-parabolic coordinates. They found a minimum dipole moment $D_{\text {min }}=0.6393$ such that for any $D<D_{\min }$ there are no bound states. They successfully compared their results with those of Wallis et. al.[42] and plotted the contours of equiprobability on the plan of symmetry of the system. The reference [19] entreats a model where an electron moves in a field generated by a finite electric dipole. His Hamiltonian in atomic units was $H=-\frac{1}{2} \nabla^{2}-\frac{q}{r}+\frac{q}{r^{2}}$. He interpreted the first two terms as an unperturbed Hamiltonian in order to build a trial wave function using the eigenfunctions of the hydrogen atom in a perturbation method. He used the variational method to calculate the ground state energy for a range of values of $D$. In [23], the authors studied a similar problem of an electron moving in the field of a finite dipole with a strong magnetic field. It was not until 2002 that exact solutions are obtained using analytic methods, though only for the case of point masses and, at most, with an added finite dipole. Reference [14] is concerned with the radial part of the problem, where it was found that its solutions are Bessel and Neuman functions. Reference [27] studies the three dimensional problem with a Coulomb potential plus three added potentials of the form: $\frac{a_{j}}{x_{j}^{2}}, j=1,2,3$, where every $a_{j}$ is different. They analyzed the problem using group theory paying attention to the system's symmetries and calculated its bound states.

They also used series of Legendre polynomials to write the radial equation's solutions and Jacobi polynomials for the angular part. The subject of the existence of a minimum electric dipole, necessary for the presence of bound states, was retaken by [13], who show that, for the cases of one and two dimensions, there is no such minimum dipole, and there are bound states in spite of the absence from a Coulomb potential. Citation [18] confirms the results obtained by Connolly and Griffiths so that, for two dimensions, there is at least one bound state.

Considering the results obtained above, we seek to develop a more realistic study in this work, where we model the behavior of an electron around a positively charged nanoparticle and a permanent electric dipole. We assume that the system is restricted to two dimensions and we do not use a point mass. We intend to discuss the topic, emphasizing the physics of the problem and recognizing the role played by the constant of motion mentioned paragraphs above. The physical states will be classified using two quantum numbers. We will plot a number of eigenfunctions from the angular part and the same amount for the radial part. We will also calculate Einstein's $A$ coefficients.

### 2.2 Physical system

The system consists of a model where the presence of a nanoparticle in bidimensional space is represented as a penetrable circular region that prevents the flow of electrons. It is understood that it is possible to cross it if the electron has enough energy. Thus it will be modeled using a Gaussian potential $V_{g}(\vec{r})$ with finite height and width. The motivation of this work is to find out whether the electron can be captured by the nanopatricle in such a way that a sort of nano-atom emerges.

The Gaussian potential is of the form:

$$
\begin{equation*}
V_{g}(r)=B e^{-\left(\frac{r}{\sigma}\right)^{2}}, \tag{2.1}
\end{equation*}
$$

where $\sigma$ allows us to set the radius of the nanoparticle we seek to model. If the nanoparticle is ionized and has an intrinsic dipole moment, the potential energy is of the form

$$
\begin{equation*}
V_{n a n}(|r-r 0|)=k_{c} \frac{q Q}{\left|\vec{r}-\overrightarrow{r_{0}}\right|}+k_{c} \frac{q D \cos (\theta)}{\left|\vec{r}-\overrightarrow{r_{0}}\right|^{2}}, \tag{2.2}
\end{equation*}
$$

with $\vec{r}$ and $r_{0}$ in vector notation; where $k_{c}=\frac{1}{4 \pi \epsilon_{0}}$ is Coulomb's constant, $Q$ is the electric charge of the nanostructure, and $D$ is the dipole moment. Therefore the potential of the ionized nanostructure with an intrinsic dipole moment is

$$
\begin{equation*}
U(\vec{r})=V_{\text {nan }}(\vec{r})+V_{g}(r) \tag{2.3}
\end{equation*}
$$

Schrödinger's equation is of the form:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(r, \theta)+\left[k_{c} \frac{q Q}{\left|\vec{r}-\overrightarrow{r_{0}}\right|}+k_{c} \frac{q D \cos (\theta)}{\left|\vec{r}-\overrightarrow{r_{0}}\right|^{2}}\right] \psi(r, \theta)=E \psi(r, \theta) . \tag{2.4}
\end{equation*}
$$

The equation is separable if $\overrightarrow{r_{0}}=0$. Using the polar coordinates

$$
\begin{equation*}
x=r \cos (\theta), y=r \sin (\theta), \tag{2.5}
\end{equation*}
$$

the Laplacian operator is of the form

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}=\nabla_{r}^{2}+\frac{1}{r^{2}} \nabla_{\theta}^{2} \tag{2.6}
\end{equation*}
$$

with

$$
\begin{equation*}
\nabla_{r}^{2}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}, \quad \nabla_{\theta}^{2}=\frac{\partial^{2}}{\partial \theta^{2}} . \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
U(r)=B e^{-\left(\frac{r}{\sigma}\right)^{2}}+k_{c} \frac{q Q}{r}, \quad U(\theta)=D \cos (\theta) . \tag{2.8}
\end{equation*}
$$

The potential can be rewritten as

$$
\begin{equation*}
U(\vec{r})=U(r)+\frac{k_{c}}{r^{2}} q D \cos (\theta) \tag{2.9}
\end{equation*}
$$

and we can write (2.4) as follows:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left[\nabla_{r}^{2}+\frac{1}{r^{2}} \nabla_{\theta}^{2}\right] \psi(r, \theta)+\left[U(r)+\frac{k_{c}}{r^{2}} q D \cos (\theta)\right] \psi(r, \theta)=E \psi(r, \theta) \tag{2.10}
\end{equation*}
$$

It is evident from (2.10) that the Hamiltonian can be expressed as:

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 m} \nabla_{r}^{2}+U(r)+\frac{1}{2 m r^{2}} \hat{\beta}_{\theta}, \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\beta}_{\theta}=-\hbar^{2} \nabla_{\theta}^{2}+2 m k_{c} q D \cos (\theta) \tag{2.12}
\end{equation*}
$$

Where it can be demonstrated that $\left[\hat{\beta}_{\theta}, \hat{H}\right]=0$, so that $\hat{\beta}_{\theta}$ represents a motion integral with a corresponding quantum number to classify the physical states of the system. There is no conservation of angular momentum but the term proportional to $\cos (\theta)$ in equation (2.12) compensates for it, leading to an integral of motion that we develop using a process of non-dimensionalization.

### 2.3 Non-dimensionalized equation

In order to remove dimensions from the equation we introduce a scale shift: $\vec{r}=\alpha \vec{\eta}$ with $\vec{r}$ measured in meters and $\eta$ being non-dimensional. The constant $\alpha$ will be selected later. The Laplacian is modified as follows:

$$
\begin{equation*}
\nabla_{\vec{r}}^{2}=\frac{1}{\alpha^{2}} \nabla_{\vec{\eta}}^{2}, \tag{2.13}
\end{equation*}
$$

so that the Schrödinger equation takes the form

$$
\begin{equation*}
\nabla_{\vec{\eta}}^{2} \psi+\frac{2 m \alpha^{2}}{\hbar^{2}}[E-q U(\vec{\eta})] \psi=0 \tag{2.14}
\end{equation*}
$$

Making it so that $\alpha=a_{0}$, where $a_{0}=5.29177210903(80) \times 10^{-11} m$ is the Bohr radius; the second term is:

$$
\begin{equation*}
\frac{2 m \alpha^{2}}{\hbar^{2}}=\frac{2 h^{2}}{k_{c} m e^{4}}=\frac{1}{E_{1}} \tag{2.15}
\end{equation*}
$$

Where $E_{1}$ is the ground state of the energy spectrum of a hydrogen atom: $E_{n}=-\frac{E_{1}}{n^{2}}$. As is known, the value is 13.6 eV . Therefore, we can write (2.14) as:

$$
\begin{equation*}
\nabla_{\vec{\eta}}^{2} \psi+\left[\frac{E}{\left|E_{1}\right|}-\frac{q U(\vec{\eta})}{\left|E_{1}\right|}\right] \psi=0 \tag{2.16}
\end{equation*}
$$

Where $\epsilon \equiv \frac{E}{\left|E_{1}\right|}$ is the energy as measured in Rydbergs, such that:

$$
\begin{equation*}
U(\eta) \equiv \frac{q U(\vec{\eta})}{\left|E_{1}\right|}=\frac{q}{\left|E_{1}\right|}\left\{k_{c} \frac{Q}{\eta}+k_{c} \frac{D \cos (\theta)}{\eta^{2}}+B e^{-\left(\frac{\eta}{\sigma}\right)^{2}}\right\} . \tag{2.17}
\end{equation*}
$$

In order to study the possible capture of an electron we take: $q=-e$. Making it so $Q=Z e$, where $Z$ is the number of excess protons due to the nanostructure being ionized. The first term is:

$$
\begin{equation*}
U(\eta)=\frac{q}{\left|E_{1}\right|} k_{c} \frac{Q}{\eta}=-\frac{2 Z}{\eta}, \tag{2.18}
\end{equation*}
$$

and the second term is:

$$
U_{2}(\eta)=\frac{q}{\left|E_{1}\right|} k_{c} \frac{D \cos (\theta)}{\eta^{2}}=\frac{2 D}{a_{0} e} \frac{\cos (\theta)}{\eta^{2}}
$$

The dipole unit at atomic scales will be the Debye: Debye $=3.33564 \times 10^{-30} \mathrm{Cm}$. If $p$ is the electric dipole measured in Debyes, $p=\frac{1 \text { Debye }}{3.33564 \times 10^{-30} \mathrm{Cm}}$, such that $D=$ $p \times\left(3.33564 \times 10^{-30} \mathrm{Cm}\right)$. The factor multiplying $\cos (\theta)$ is $\frac{2 D}{a_{0} e}=p \times(0.78686)$. Denoting $g=0.78686$, it results that:

$$
\begin{equation*}
U_{2}(\vec{\eta})=g \frac{p \cos (\theta)}{\eta^{2}} . \tag{2.19}
\end{equation*}
$$

For the third term we consider $\sigma=a_{0} \sigma_{\eta}$ and define $A=\frac{e B}{\left|E_{1}\right|}$, so that the resulting magnitude of the Gaussian function is given in Rydbergs from here on out. It results that:

$$
\begin{equation*}
U_{3}(\vec{\eta})=\frac{e B}{\left|E_{1}\right|} e^{-\left(\frac{r}{\sigma}\right)^{2}}=A e^{-\left(\frac{\eta}{\sigma_{\eta}}\right)^{2}} \tag{2.20}
\end{equation*}
$$

To close, the potential has a final form of:

$$
\begin{equation*}
U(\eta)=-\frac{2 Z}{\eta}+g \frac{p \cos (\theta)}{\eta^{2}}+A e^{-\left(\frac{\eta}{\sigma_{\eta}}\right)^{2}} . \tag{2.21}
\end{equation*}
$$

Therefore, the reduced representation of the Schrödinger equation is

$$
\begin{equation*}
\nabla_{\vec{\eta}}^{2}+\{\epsilon-U(\vec{\eta})\} \psi=0 . \tag{2.22}
\end{equation*}
$$

### 2.4 Separation of variables

The potential $U(\eta)$ is expressed as the sum of a central potential term plus the dipole moment one. It is defined as:

$$
\begin{equation*}
U_{\eta}=-\frac{2 Z}{\eta}+A e^{-\left(\frac{\eta}{\sigma_{\eta}}\right)^{2}} ; \quad U_{\theta}=g p \cos (\theta) \tag{2.23}
\end{equation*}
$$

Denoting $\nabla_{\eta}^{2}=\frac{\partial^{2}}{\partial \eta^{2}}+\frac{1}{\eta} \frac{\partial}{\partial \eta}$, and $\nabla_{\theta}^{2}=\frac{\partial^{2}}{\partial \theta^{2}}$ so that the Schrödinger equation can be written as

$$
\left[\nabla_{\eta}^{2}+\frac{1}{\eta^{2}} \nabla_{\theta}^{2}\right] \psi+\left\{\epsilon-U_{\eta}-\frac{1}{\eta^{2}} U_{\theta}\right\} \psi=0
$$

We propose a solution of the form $\psi(\eta, \theta)=R(\eta) \Theta(\theta)$, and carrying out the standard calculation procedure for separation of variables yields two equations. The radial equation is

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial \eta^{2}}+\frac{1}{\eta} \frac{\partial}{\partial \eta}+\epsilon-U_{\eta}-\frac{\lambda}{\eta^{2}}\right) R(\eta)=0 \tag{2.24}
\end{equation*}
$$

and the angular equation is

$$
\begin{equation*}
\left(-\frac{d^{2}}{d \theta^{2}}+g p \cos (\theta)-\lambda\right) \Theta(\theta)=0 \tag{2.25}
\end{equation*}
$$

which is the Mathieu equation [12]. Looking at (2.25) it is clear that it is an eigenvalue equation of the form:

$$
\begin{equation*}
\hat{B} \Theta(\theta)=\hbar^{2} \lambda \Theta(\theta) \tag{2.26}
\end{equation*}
$$

Where the operator is given by (2.12), so that the constant of motion that yields the quantum number $\lambda$ is

$$
\begin{equation*}
\hat{B}=-\hbar^{2} \frac{d^{2}}{d \theta^{2}}+\hbar^{2} g p \cos (\theta) \tag{2.27}
\end{equation*}
$$

The radial equation can be manipulated so that it takes a form that is similar to that of the Schrödinger equation in one dimension. We propose $R(\eta)=\frac{u(\eta)}{\sqrt{\eta}}$ so as to obtain

$$
\begin{equation*}
u^{\prime \prime}+\left(\epsilon-U_{\eta}-\frac{\lambda-\frac{1}{4}}{\eta^{2}}\right) u=0, \tag{2.28}
\end{equation*}
$$

with an effective potential

$$
\begin{equation*}
U_{e f}(\eta)=-\frac{2 Z}{\eta}+A e^{-\frac{\eta^{2}}{\sigma_{\eta}^{2}}}+\frac{\lambda-\frac{1}{4}}{\eta^{2}} . \tag{2.29}
\end{equation*}
$$

It should be noted that $\lambda$ appears in the centrifugal potential and is analogous to the angular momentum, where we will concentrate our study when $\lambda>0$. The reasoning behind it is as follows: although $\lambda$ is valued in the real numbers, its presence in the potential leads to an increasing in depth through the $U_{\text {ef }}$ term as the values of $\lambda$ become more negative, which is physically unacceptable.

The procedure followed in this work consists in solving the angular part in order to obtain both the eigenvalues $\lambda$ and eigenfunctions $\Theta(\theta)$ with the periodic condition $\Theta(\theta)=\Theta(\theta+2 \pi)$. Afterwards, we numerically solve the radial equation in order to obtain the eigenfunctions $R_{\eta}(\eta)$, where $n$ counts the number of nodes, and, since it has the same form as the Schrödinger equation, it has the same properties, in such a way that the resultant energies for each $\lambda$, can be organized in a crescent manner to match number of nodes $n$. In short, we have two quantum numbers: $(m, n)$, where the first numbers the eigenvalues of the Mathieu equation belonging to periodic solutions and the second numbers the nodes. The solutions will be denoted as $\Theta_{m}$ and $R_{n}^{m}$. The energies will depend on said quantum numbers and will be referred to as $\epsilon_{m n}$.

### 2.5 Matthieu equation and its solutions

Although the system under consideration is idealized, we can address a case where an atom cluster adheres to a surface, where we impose constriction in the direction normal to the surface. Cluster size can be as large as several water molecules, for example. In order to choose values of the dipole moment, we pick a nanostructure formed by three molecules of gallium arsenide (GaAs). As has been reported by Karaminis et. al. [26], the clusters $(G a A s)_{n}$ with $n=3,4,5$, present a variety of atomic arrays with differently valued dipole moments. In particular, when $n=3$, in symmetry with $C_{s}$, they find that $p=0.2589 D$. In this case $q=4 g p=0.8147872$, where the eigenvector is $a=4 \lambda$. Using the change of variable $\theta=2 \gamma$ and $0 \leq \gamma \leq \pi$, the equation takes the form

$$
\begin{equation*}
\left(-\frac{d^{2}}{d \gamma^{2}}+4 g p \cos (2 \gamma)-4 \lambda\right) \Theta(\gamma)=0 \tag{2.30}
\end{equation*}
$$

The usual notation for the Mathieu equation is:

$$
\begin{equation*}
\left(-\frac{d^{2}}{d z^{2}}+q \cos (2 z)-a\right) y(z)=0 \tag{2.31}
\end{equation*}
$$

where the electric dipole moment determines $q$ and $a$ is related to $\lambda$. The presence of a periodic coefficient means that the expression fulfills Floquet's theorem, which establishes that there will always be an associated solution where the following relation is true:

$$
\begin{equation*}
y(z+\pi)=\sigma y(z) \tag{2.32}
\end{equation*}
$$

Where $\sigma$ is a constant that depends on the values of $q$ and $a$. As a corollary of the theorem, it can be demonstrated that, for the Mathieu equation, there will always exist one solution of the form:

$$
\begin{equation*}
y(z)=e^{i \nu z} \phi(z), \tag{2.33}
\end{equation*}
$$

where $\phi(z)$ is always of period $\pi$, and where $\nu$ is referred to as either periodicity factor or characteristic exponent.

The solutions with greater physical interest are those of period $2 \pi$ or $\pi$ and are named basically periodic functions. For these kinds of solutions, if $a$ and $q$ are real valued, and $\nu$ is any characteristic exponent, then $\nu$ will necessarily be an integer. Also, if $q$ is real, $a$ will be also, so that way $\lambda$ can be a physical quantity.

For our problem, we need that $\Theta(\gamma)=\Theta(\gamma+\pi)$, where $\nu$ has to be an integer[12]. Also, the only expression that showcases a physically significant conduct is the even function for the case when $q \rightarrow 0$. This specific case will be the only one that we will be considering moving forward.

The eigenfunctions satisfy the orthonormalization relation

$$
\begin{equation*}
\int_{0}^{\pi} \Theta_{a_{1}}(\gamma) \Theta_{a_{2}}(\gamma) d \gamma=\frac{1}{\pi} \delta_{a_{1}, a_{2}} \tag{2.34}
\end{equation*}
$$

Thus, the set of eigenfunctions $\left\{\Theta_{a}\right\}$ generates every solution for the angular part of the problem.

In physical terms, the system has a dipole moment $p$, thus, we want to explore how changes to the critical exponent $\nu$ affect the eigenvalue $a$ 's magnitude.

We consider the electric dipole of a $(G a A s)_{3}$ cluster with $C_{s}$ symmetry as iconic case. Its electric dipole moment is $p=0.2589$.

In order to study the angular part we used the software Mathematica to calculate the solutions. Results are shown in Figure 2.1.


Figure 2.1: $\lambda$ values for different characteristic exponents $\nu$. There is a discontinuity close to $\nu=1.0$. In order to obtain angular functions of period $\pi, \nu$ must be an integer.

From the plot, it is clear that, for $\nu<0.8$, the values for $\lambda$ are negative. There is also a discontinuity when $\nu \rightarrow 1.0$.

As we previously mentioned, we need that $\Theta(\gamma)=\Theta(\gamma+2 \pi)$ for our problem, therefore, $\nu$ must be an integer. For the case when $p$ is the electric dipole moment of the $(G a A s)_{3}$ cluster, we make the critical exponent vary across $\nu=$ $\{1.0,2.0,3.0,4.0\}$. This set of magnitudes produce the following values for $a$ and $\lambda=\frac{1}{4} a$ :

| $\nu$ | a | $\lambda$ |
| :---: | :---: | :---: |
| 1.0 | 1.72326 | 0.430815 |
| 2.0 | 4.25544 | 1.06386 |
| 3.0 | 9.0501 | 2.26253 |
| 4.0 | 16.0224 | 4.00559 |

Table 2.1: Eigenvalues $\lambda$ for every characteristic exponent. They must be non-negative so that the centrifugal potential responds in a manner that is similar to when the dipole is zero.

In order to study the angular part we used the software Mathematica to calculate the solutions. The eigenfunctions corresponding to the angular part and for each value of $\lambda$ are shown in Figure 2.2.


Figure 2.2: Angular functions for the first four characteristic exponents.
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Figure 2.3: Probability amplitude. The values of $\nu$ and $\lambda$ are given in table 2.1.

The probability amplitudes are shown separately in Figure 2.3.

The eigenfunction $\Theta_{1}$ shows that the probability density has only one preferred direction, with a maximum at $\gamma=0$. On the other hand, $\Theta_{2}$ presents two preferential directions: the first being $\gamma=0$ and the second being in the opposite direction but less pronounced. The state $\Theta_{3}$ has a maximum in $\gamma=0$ and two local probability maxima in $\gamma= \pm 1.06814$ which corresponds approximately to $\theta= \pm 122$ degrees. Finally, $\Theta_{4}$ distributes its probability among four orthogonal maxima.

### 2.6 Radial equation

The effective potential is given by

$$
\begin{equation*}
U_{e f f}(\eta)=-\frac{2 Z}{\eta}+A e^{-\frac{\eta^{2}}{\sigma_{\eta}^{2}}}+\frac{\lambda-\frac{1}{4}}{\eta^{2}} \tag{2.35}
\end{equation*}
$$

so that we have a set of energy values for each $\lambda$.
We have taken $A=10$, which physically means that an electron with energy of 136 eV can pass through the nanostructure. We have also taken $\sigma=7$, which allows us to represent a region whose presence is progressively registered by the electron within half a nanometer of its center.

A plot of the values $\lambda=0.430815$ and $\lambda=4.00559$ is shown in Figure 3.4.


Figure 2.4: Potential for distinct values of $\lambda$. An eigenvalue for the constant of motion acts like the angular momentum, as is seen in the case when the electric dipole moment is zero.

The potential is used as model of the nanostructure as a barrier that shows energy minimums at almost a nanometer of distance. Its shape makes the model interesting given the existence of bound states close to a nanometer from the center, suggesting the potential plays an active role in the nucleation process, so long as it is ionized and has a permanent dipole moment.

Equation (2.28) was solved numerically using the shooting method. Solutions have a typical form, which shows up for the value $\lambda=0.4308$. We obtained a ground state and three excited states whose properties are as expected. That is to say: the number of nodes corresponds either to the ground or excited states. We also find that there are many bound states for $n \geq 4$, but their energies are so close between them that the shooting method struggles to detect them. The plot for the first three energy levels is shown in Figure 3.5.


Figure 2.5: Radial component of the probability amplitude for the ground state and three excited states. The quantum numbers $n=0,1,2,3$, equals the number of nodes.

There is similar conduct for $\lambda_{2}, \lambda_{3}, \lambda_{4}$.
Physical states are classified via the two available quantum numbers when enumerating $m=1,2,3,4$ for the obtained eigenvalues of $\lambda$, and $n=1,2,3$ for the nodes of each solution belonging to the radial function. They are denoted as $|m n\rangle$ and its energies as $E_{m n}$.

The energy eigenvalues are as shown in table 2.2.

|  | $n=0(\mathrm{eV})$ | $n=1(\mathrm{eV})$ | $n=2(\mathrm{eV})$ | $n=3(\mathrm{eV})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}, m=1$ | -1.19058 | -0.699242 | -0.462896 | -0.329456 |
| $\lambda_{2}, m=2$ | -1.158 | -0.682652 | -0.453439 | -0.323594 |
| $\lambda_{3}, m=3$ | -1.09886 | -0.652845 | -0.436463 | -0.313057 |
| $\lambda_{4}, m=4$ | -1.01839 | -0.612728 | -0.413586 | -0.298805 |

Table 2.2: Energies of the ground state and for the first three bound states, where $m$ enumerates the eigenvalue $\lambda$. For each of these, there is a potential and, in return, a set of radial solutions with its respective energy.

### 2.7 Transition rates (A-coefficients)

Angular momentum must be conserved in a joint setup of an atomic system plus electromagnetic radiation. This means that emission or absorption of a photon that transports angular momentum $\pm h$, implies the change $\nu h$ in the atomic system. In the case of spherically symmetric systems, this translates into selection rules that can be calculated via matrix elements. On the other hand, in the system we are treating in this work, the conservation law is expressed as $[\hat{B}, \hat{H}]=0$, where $\hat{B}$ is given by equation (2.27). Consequently, every matrix element must be calculated. The transitions between states sharing same particular $\lambda$ are not considered because the variation of $4 g p \cos (\theta)$ produces values smaller than one, and a rate of change larger or equal to $\hbar$ is not possible.

The Einstein coefficient $A_{m^{\prime} n^{\prime}, m n}$ between pairs of physical states $m^{\prime} n^{\prime}$ and $m n$ is given as such

$$
\left.A_{m^{\prime} n^{\prime}, m n}=\frac{e^{2}\left(2 \pi \nu_{m^{\prime} n^{\prime}, m n}\right)^{3}}{3 \pi \epsilon_{0} \hbar c^{3}}\left|\left\langle m^{\prime} n^{\prime}\right| \vec{r}\right| m n\right\rangle\left.\right|^{2}
$$

We calculated 96 coefficients A, and selected the 18 with highest magnitude in order to know the most intense spectral lines. The results are presented in table 2.3 along with its associated wavelengths.

| Coefficient $A\left(\frac{1}{s}\right)$ | Wavelength |
| :---: | :---: |
| $A_{12,32}=9.02614 \times 10^{12}$ | 2.67845 microns |
| $A_{12,42}=6.69492 \times 10^{11}$ | 2.67845 microns |
| $A_{21,41}=6.69492 \times 10^{9}$ | 17.7313 microns |
| $A_{22,42}=2.76650 \times 10^{9}$ | 31.1099 microns |
| $A_{11,41}=2.65975 \times 10^{9}$ | 14.3312 microns |
| $A_{11,31}=2.15226 \times 10^{9}$ | 26.7227 microns |
| $A_{23,43}=1.25145 \times 10^{9}$ | 50.0153 microns |
| $A_{31,41}=5.36648 \times 10^{8}$ | 30.9057 microns |
| $A_{13,43}=4.91928 \times 10^{8}$ | 40.4504 microns |
| $A_{13,33}=4.11284 \times 10^{8}$ | 75.6038 microns |
| $A_{32,42}=2.24076 \times 10^{8}$ | 54.1960 microns |
| $A_{11,21}=1.21213 \times 10^{8}$ | 74.7368 microns |
| $A_{21,31}=1.01924 \times 10^{8}$ | 41.5955 microns |
| $A_{33,43}=1.01727 \times 10^{8}$ | 86.9961 microns |
| $A_{12,22}=5.11606 \times 10^{7}$ | 131.111 microns |
| $A_{22,32}=4.27161 \times 10^{7}$ | 73.0324 microns |
| $A_{13,23}=2.35310 \times 10^{7}$ | 211.517 microns |
| $A_{23,33}=1.95293 \times 10^{7}$ | 117.66 microns |

Table 2.3: The measured Einstein coefficients with the most significant magnitude. All frequencies are located in the infrared spectrum.

Where the most intense spectral lines disperse from near infrared, at 2.67845 microns, up to 211.517 microns which is at the far end of the infrared spectrum and all its $A$ coefficients are bigger than, say, the one corresponding to the transition from state $3 s$ to $2 p$ of the hydrogen atom, such that half-lives of the system under study are shorter than in the cited example.

### 2.8 Conclusions

In this chapter, we modeled the motion of an electron in the vicinity of an ionized nanostructure with a permanent electric dipole. Although we worked the example of a $(G a A s)_{3}$ cluster with $C_{s}$ symmetry, this approach can be generalized to a nanoparticle of arbitrary size. We non-dimensionalized Schrödinger's equation and separated it in polar coordinates, and we showed that there exists an integral of motion in which the angular momentum is compensated via a term that is proportional to $\cos (\theta)$. The eigenfunctions can be classified via two quantum numbers: the eigenvalue $\lambda$ and the number of nodes in the radial component of the solution. In this case, the eigenvalue present in the effective potential is an analogue to that of an angular momentum in problems with spherical symmetry. The energy levels can be enumerated by them.

We restricted our study to the values $\nu=1,2,3,4$ of the characteristic exponent with its respective values for $\lambda$. For each of these, we obtained the radial solutions and their corresponding eigenfunctions using the shooting method, which is very useful but it comes at a cost in the resolution, in terms of detecting energy levels of bound states that are too close by, as they approach zero. We also made a table of 16 energy levels, and calculated 96 transition rates in order to evaluate Einstein's $A_{n^{\prime} m^{\prime}, n m}$ coefficient, and present the 18 highest ones, together with their corresponding wavelengths, all of them located in the infrared part of the electromagnetic spectrum.

# BEHAVIOR OF AN ELECTRON IN THE VICINITY OF A TRIDIMENSIONAL CHARGED POLAR NANOPARTICLE THROUGH A CLASSICAL AND QUANTUM CONSTANT OF MOTION 

### 3.1 Introduction

In this chapter, we study the conduct of an electron in the vicinity of a nanostructure formed by multiple atoms. We assume that the nanostructure is ionized and that it has a permanent electric dipole. It is a generalization of the bidimensional system solved previously [9]. Similar cases to what we worked here have been widely studied in the literature, paying special attention to the case of a point particle with a Coulomb potential plus a dipole term. We calculate a constant of motion which is a generalization of the one published by Gutierrez et al [22]. We first study the motion from a classical standpoint and then the approach is generalized to quantum mechanics. This is a problem that has been tackled analytically before, but without taking full advantage of the constant of motion discussed in this chapter. The system has been studied when the potential is solely dipolar in nature, when a magnetic field is added, and also after adding a Coulomb potential. The studies in references $[42,15,40,19,23,14,27,13,18]$ encompass both the classical Newtonian regime as well as the relativistic quantum one.

Inspired by the work of R. Van Zon [41], we seek to develop a more realistic model in which we study an electron in the vicinity of a positively charged nanoparticle and a permanent electric dipole but without recurring to a point mass. Instead we make use of a Gaussian potential that includes the rejection stemming from the electron cloud representing the nanostructure over the bound electron. In the study of the Newtonian classical regime we obtain the conditions under which there can be bounded orbits that are stable, which allows us to look for bound states in the nonrelativistic quantum system. Its physical states are classified using three quantum numbers and we explore the difference between the eigenfunctions as well as the particular case where spherical symmetry is present due to the electric dipole being absent. We plot some of the eigenfunctions for the angular and radial solutions. We present the energies of the ground state as well as the first and second excited states. Their magnitudes are compared with the thermal energy at $300 \mathrm{~K}\left(2.5852 \times 10^{-2} \mathrm{eV}\right)$ to show that the electron is bound to the extent that it can resist perturbations from thermal agitation. As consequence, we obtain the wavelengths of the electromagnetic energy necessary for the structure to lose the electron that has been caught and we propose that these can be detected in gaseous form in nature if subjected to frequencies in the long wavelength infrared and the far infrared range.

### 3.2 Classical approach

In this section, we show that the constant of motion obtained in [22] for the purely dipole potential $V(\vec{r})=\frac{\vec{d} \cdot \vec{r}}{4 \pi \epsilon_{0} r^{2}}$ is also valid if one adds the Coulomb interaction plus an arbitrary central potential. In this case $\vec{d}$ is the dipole moment and $\vec{r}$ the position of the charged particle, where the coordinate system is placed in the center of mass of the nanostructure. We obtain the conditions for which there can be stable and bounded orbits, we will find an expression for the depth of the interacting potential and also analyze the motion in the radial coordinate $r$.

The constant of motion will be obtained via two different approaches: the Hamiltom-Jacobi equation and a purely Newtonian one.

### 3.2.1 Calculation of the constant of motion from the HamiltonJacobi equation.

We use spherical coordinates $(r, \theta, \phi)$, where the $z$ axis is aligned with the dipole moment $\vec{d}$. The potential energy of the charged particle is

$$
\begin{equation*}
V(r, \theta)=\frac{\gamma}{r}+\frac{k^{\prime}}{r^{2}} \cos (\theta)+V_{g}(r), \tag{3.1}
\end{equation*}
$$

where $\gamma \equiv \frac{q Q}{4 \pi \epsilon_{0}}, k^{\prime}=\frac{q d}{4 \pi \epsilon_{0}}$ and $V_{g}(r)$ is a short range central potential used to model the impossibility of an electron to pass through the nanostructure so long as its energy is not large enough. The origin of our coordinate system is placed at the point occupied by the charge $Q$ and the point-like electric dipole. Denoting $\Delta_{0}$ as the dimensions of the nanostructure one imposes the condition that $\left.V_{g}(r)\right|_{r=\Delta_{0}} \simeq 0$ and $\left.\frac{d V_{g}(r)}{d r}\right|_{r=\Delta_{0}} \simeq 0$.

Note that (3.1) is not a central potential, so that the angular momentum is not conserved. The expression for the energy depends on two variables: $r$ and $\theta$. It does not represent motion on a plane and the standard techniques found in text books cannot be used to address the question of whether bounded and stable orbits exist.

The Hamiltonian function for a particle of mass $m$ and charge $q$ is

$$
\begin{equation*}
H=\frac{1}{2 m}\left(p_{r}^{2}+\frac{p_{\theta}^{2}}{r^{2}}+\frac{p_{\theta}^{2}}{r^{2} \sin (\theta)}\right)+V(r, \theta) \tag{3.2}
\end{equation*}
$$

We take the Hamilton-Jacobi equation as our starting point for the principal function $S$ :

$$
\begin{equation*}
H\left(r, \theta, \phi, \frac{\partial S}{\partial r}, \frac{\partial S}{\partial \theta}, \frac{\partial S}{\partial \phi}, t\right)+\frac{\partial S}{\partial t}=0 . \tag{3.3}
\end{equation*}
$$

For conservative systems in which $H$ does not depend explicitly on $t$, Hamilton's principal function $S$ takes the form:

$$
\begin{equation*}
S(r, \theta, \phi, t)=S_{0}(r, \theta, \phi)-E t, \tag{3.4}
\end{equation*}
$$

where $E$ is the total constant energy and $S_{0}$ is the characteristic function, or abbreviated action, that satisfies the Hamilton-Jacobi equation:

$$
\begin{equation*}
H\left(r, \theta, \phi, \frac{\partial S_{0}}{\partial r}, \frac{\partial S_{0}}{\partial \theta}, \frac{\partial S_{0}}{\partial \phi}\right)=E . \tag{3.5}
\end{equation*}
$$

Thus for our problem, the modified Hamilton-Jacobi equation is

$$
\begin{equation*}
\frac{1}{2 m}\left[\left(\frac{\partial S_{0}}{\partial r}\right)^{2}+\frac{1}{r^{2}}\left(\frac{\partial S_{0}}{\partial r}\right)^{2}+\frac{1}{r^{2} \sin ^{2}(\theta)}\left(\frac{\partial S_{0}}{\partial \phi}\right)^{2}\right]+\frac{\gamma}{r}+\frac{k^{\prime} \cos (\theta)}{r^{2}}+V_{g}(r)=E . \tag{3.6}
\end{equation*}
$$

In this case, since $\phi$ is a cyclic coordinate, we look for the solution of (3.6) in the form

$$
\begin{equation*}
S_{0}(r, \theta, \phi)=P_{\phi} \phi+S_{1}(r)+S_{2}(\theta) \tag{3.7}
\end{equation*}
$$

where $P_{\phi}$ is the canonical conjugate moment of $\phi$ and it is a constant. The form of equation (3.6) is similar to that of the time independent Schrödinger equation, that will be addressed later on.

From (3.7) it follows that $p_{\phi}=\left(\frac{\partial S_{o}}{\partial \phi}\right)$. Substituting (3.7) in (3.6), and separating variables, one obtains two ordinary differential equations:

$$
\begin{align*}
& \left(\frac{d S_{2}(\theta)}{d \theta}\right)^{2}+2 m k^{\prime} \cos (\theta)+\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}=\beta  \tag{3.8}\\
& \frac{1}{2 m}\left(\frac{d S_{1}(r}{d r}\right)^{2}+\frac{\gamma}{r}+V_{g}(r)+\frac{\beta}{2 m r^{2}}=E \tag{3.9}
\end{align*}
$$

where $\beta$ is a separation constant. The solutions are:

$$
\begin{align*}
& S_{2}(\theta)=\int \sqrt{\beta-2 m k^{\prime} \cos (\theta)-\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}} d \theta  \tag{3.10}\\
& S_{1}(r)=\int \sqrt{2 m\left[E-\frac{\gamma}{r}-V_{g}(r)\right]-\frac{\beta}{r^{2}}} d r \tag{3.11}
\end{align*}
$$

Repeating the same procedure for (3.10) and (3.11) in (3.7), results in

$$
\begin{align*}
S_{0}(r, \theta, \phi)=p_{\phi} \phi & +\int \sqrt{\beta-2 m k^{\prime} \cos (\theta)-\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}} d \theta  \tag{3.12}\\
& +\int \sqrt{2 m\left[E-\frac{\gamma}{r}-V_{g}(r)\right]-\frac{\beta}{r^{2}}} d r
\end{align*}
$$

Plugging (3.12) in (3.4) one obtains

$$
\begin{align*}
S & =-E t+p_{\phi} \phi  \tag{3.13}\\
& +\int \sqrt{\beta-2 m k^{\prime} \cos (\theta)-\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}} d \theta \\
& +\int \sqrt{2 m\left[E-\frac{\gamma}{r}-V_{g}(r)\right]-\frac{\beta}{r^{2}}} d r .
\end{align*}
$$

The expression is a complete integral of the Hamilton-Jacobi equation as given by (3.3), with $E, p_{\phi}, \beta$ as independent constants.

From (3.13) we obtain

$$
\begin{equation*}
p_{\theta}=\frac{\partial S}{\partial \theta}=\sqrt{\beta-2 m k^{\prime} \cos (\theta)-\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}} \tag{3.14}
\end{equation*}
$$

From this expression one can calculate the value of $\beta$, which is the following function of the coordinates and generalized momenta:

$$
\begin{equation*}
\beta=\left(P_{\theta}^{2}+\frac{p_{\phi}^{2}}{\sin ^{2}(\theta)}\right)+2 m k^{\prime} \cos (\theta)=L^{2}+2 m k^{\prime} \cos (\theta) \tag{3.15}
\end{equation*}
$$

Which is a constant of motion and contains $L^{2}$ as one of its terms, which is the angular momentum. Accounting for three constants of motion, $E, p_{\phi}$, and $\beta$, it is possible to analyze the physical system using similar techniques for central field problems found in academic textbooks.

From (3.13) we can obtain the generalized momentum $p_{r}$ :

$$
\begin{equation*}
p_{r}=\frac{\partial S}{\partial r}=\sqrt{2 m\left[E-\frac{\gamma}{r}-V_{g}(r)\right]-\frac{\beta}{r^{2}}}, \tag{3.16}
\end{equation*}
$$

which will be useful in order to study the motion of the particle for the radial coordinate.

### 3.2.2 Calculating the constant of motion from a Newtonian approach

It is also possible to obtain the motion constant $\beta$ via more elemental means. In this section we present a purely Newtonian way to arrive at expression (3.15). We follow closely the calculations carried out by Gutierrez et al [22].

We denote $\vec{F}$ as the electric force of a charge $Q$, with dipole $\vec{d}$, acting on another charge $q$, the latter being the one whose classical motion we are interested in analyzing. The potential of the nanostructure is

$$
\begin{equation*}
u(r, \theta)=\frac{1}{4 \pi \epsilon_{0}} \frac{Q}{r}+\frac{\vec{d} \cdot \vec{r}}{4 \pi \epsilon_{0} r^{2}}+u_{g}(r), \tag{3.17}
\end{equation*}
$$

where $u_{g}(r)=\frac{1}{q} V_{g}(r)$ represents the nanostructure. The energy of the interaction between both charges is $V(r, \theta)=q u(r, \theta)$ and the force acting on the electron is $\vec{F}(r, \theta)=-q \nabla u(r, \theta)$. If $r$ is of the order of $\triangle_{0}$, the potential $u_{g}(r)$ impresses a force upon the particle given by: $\vec{F}_{g}=-\nabla V_{g}(r)=-\frac{d V_{g}(r)}{d r} \hat{r}$.

One first calculates the torque acting upon the particle of charge $q$ :

$$
\begin{equation*}
\vec{N}=\vec{r} \times\left[\frac{3 q}{4 \pi \epsilon_{0}} \frac{\vec{r} \cdot \vec{d}}{r^{5}} \vec{r}-\frac{q}{4 \pi \epsilon_{0}} \frac{\vec{d}}{r^{3}}+\frac{q}{4 \pi \epsilon_{0}} \frac{Q}{r^{3}} \vec{r}-\frac{d V_{g}(r)}{d r} \hat{r}\right], \tag{3.18}
\end{equation*}
$$

Since $\vec{r} \times \vec{r}=0$, the expression is reduced to

$$
\begin{equation*}
\vec{N}=-\frac{q}{4 \pi \epsilon_{0}} \frac{\vec{r} \times \vec{d}}{r^{3}} \tag{3.19}
\end{equation*}
$$

so that $\vec{N} \cdot \vec{d}=0$.
Therefore from the equation for the time evolution of the angular momentum $\vec{L}$,

$$
\begin{equation*}
\vec{N}=\frac{d \vec{L}}{d t} \tag{3.20}
\end{equation*}
$$

it follows that the component $\vec{L}$ in the direction of $\vec{d}$ is constant.
Taking the interior product of $\vec{L}$ with (3.19) produces

$$
\begin{equation*}
\vec{L} \cdot \frac{d \vec{L}}{d t}=\frac{1}{2} \frac{d L^{2}}{d t}=-\frac{q}{4 \pi \epsilon_{0} r^{3}} \vec{L} \cdot(\vec{r} \times \vec{d}) . \tag{3.21}
\end{equation*}
$$

Starting from the definition of angular momentum: $L^{2}=(\vec{r} \times \vec{v}) \cdot(\vec{r} \times \vec{v})$, where $\vec{v}$ is the particle's velocity. Using vector identities and rearranging terms, results in

$$
\begin{equation*}
\frac{d L^{2}}{d t}=-\frac{q m}{2 \pi \epsilon_{0}} \vec{d} \cdot\left[\frac{1}{r} \frac{d \vec{r}}{d t}-\frac{\vec{r}}{r^{2}} \frac{d r}{d t}\right] \tag{3.22}
\end{equation*}
$$

where the bracketed term is $\frac{d \hat{r}}{d t}$, so that the previous equation can be written as

$$
\frac{d L^{2}}{d t}=-\frac{q m}{2 \pi \epsilon_{0}} \vec{d} \cdot \frac{d \hat{r}}{d t} .
$$

Since $\vec{d}$ is a constant vector, $\frac{d \vec{d}}{d t}=0$, one can add zero to write

$$
\begin{equation*}
\frac{d L^{2}}{d t}=-\frac{q m}{2 \pi \epsilon_{0}} \frac{d(\vec{d} \cdot \hat{r})}{d t} \tag{3.23}
\end{equation*}
$$

Rearranging terms we obtain

$$
\begin{equation*}
\frac{d\left[L^{2}+\frac{q m}{2 \pi \epsilon_{0}}(\vec{d} \cdot \hat{r})\right]}{d t}=0 \tag{3.24}
\end{equation*}
$$

from where we can deduce the constant of motion as seen in (3.15):

$$
\begin{equation*}
\beta=L^{2}+\frac{q m}{2 \pi \epsilon_{0}}(\vec{d} \cdot \hat{r}) \tag{3.25}
\end{equation*}
$$

### 3.2.3 Analysis of motion in the radial coordinate

Going from equation (3.16), it must be true that $p_{r}$ must only be valued in the real numbers. If so, the following must also hold:

$$
\begin{equation*}
E \geq \frac{\gamma}{r}+V_{g}(r)+\frac{\beta}{2 m r^{2}} \tag{3.26}
\end{equation*}
$$

Defining the effective potential

$$
\begin{equation*}
V(r)_{e f f}=\frac{\gamma}{r}+\frac{\beta}{2 m r^{2}}+V_{g}(r) \tag{3.27}
\end{equation*}
$$

we can rewrite (3.26) as

$$
\begin{equation*}
E \geq V(r)_{e f f} \tag{3.28}
\end{equation*}
$$

We focus in the case when $\gamma<0, \beta>0$.
The condition $\left.\left(\frac{d V_{e f f}}{d r}\right)\right|_{r=r_{c}}$ defines a point where the potential reaches its minimum. For energies such that the following inequality holds: $V_{e f f}\left(r_{c}\right)<E<0$. It means that the radial coordinate of the particle is located at the interval $r_{\text {min }} \leq$ $r \leq r_{\max }$. In this case, motion is bound because the trajectory is contained within a region delimited by two spheres centered at the origin whose radii are $r_{\text {min }}$ and $r_{\text {max }}$ respectively.

To determine the value of the radial coordinate at the minimum (of the potential) we make use of the previously mentioned condition, expressed as: $\left.\frac{d U_{g}(r)}{d r}\right|_{r=\Delta_{n}} \simeq 0$; we calculate the derivative, equal to zero and we obtain the relation

$$
\begin{equation*}
r_{c}=-\frac{\beta}{\gamma m}=-\frac{4 \pi \epsilon_{0} \beta}{q Q m} \tag{3.29}
\end{equation*}
$$

and the minimum is

$$
\begin{equation*}
V_{e f f}\left(r_{c}\right)=-\left(\frac{q Q}{4 \pi \epsilon_{0}}\right)^{2} \frac{m}{2 \beta} \tag{3.30}
\end{equation*}
$$

Classicaly, $r_{c}$ grows linearly with $\beta$, and $V_{e f f}\left(r_{c}\right)$ grows in the order of $\beta^{-1}$. These results will be useful in the quantum treatment of the same problem.

### 3.2.4 Analysis of motion of the angular coordinate

From equation (3.25) it results that $\beta \geq \frac{q m d}{2 \pi \epsilon_{0}} \cos (\theta)$. Defining the function $f(\theta)=$ $\frac{q m d}{2 \pi \epsilon_{0}} \cos (\theta)$, and focusing on the case when $q<0$, we get the following inequality:

$$
\begin{equation*}
f(\theta) \leq \beta . \tag{3.31}
\end{equation*}
$$

Where equality for the rightmost term in expression (3.31) is obtained when the angle $\theta_{1}$ is

$$
\begin{equation*}
\theta_{1}=\arccos \left(\frac{2 \pi \epsilon_{0}}{q m d} \beta\right) \tag{3.32}
\end{equation*}
$$

which means the charge $q$ can move in a range of $0 \leq \theta \leq \theta_{1}$.

### 3.3 Quantum approach

The system models a nanoparticle in space as a penetrable sphere that impedes the free access of electrons. It is understood that the particle can pass through the nanostructure only if it has enough energy. This is modeled through a potential $V_{g}(\vec{r})$ of finite height and width. We seek to study the properties of a bound electron in a way that a "nano atom" is generated through the interactions.

We model the nanostructure as a Gaussian potential that is then added to the Schrödinger equation:

$$
\begin{equation*}
V_{g}(\vec{r})=A e^{-\left(\frac{r}{\sigma}\right)^{2}}, \tag{3.33}
\end{equation*}
$$

where $\sigma$ is the parameter lets us set the radius of the nanoparticle we seek to model.
If the nanostructure is ionized and has intrinsic dipole moment, the potential is

$$
\begin{equation*}
V_{\text {nan }}(\vec{r})=\frac{1}{4 \pi \epsilon_{0}} \frac{q Q}{|\vec{r}|}+\frac{1}{4 \pi \epsilon_{0}} \frac{q p \cos (\theta)}{|\vec{r}|^{2}}, \tag{3.34}
\end{equation*}
$$

where $Q$ is the electric charge of the nanostructure and $p$ is the dipole moment. The potential of the ionized nanostructure with intrinsic dielectric dipole is

$$
\begin{equation*}
U(\vec{r})=V_{n a n}+V_{g}(\vec{r}) . \tag{3.35}
\end{equation*}
$$

The Schrödinger equation takes the following form:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(r, \theta)+\left[\frac{1}{4 \pi \epsilon_{0}} \frac{q Q}{|\vec{r}|}+\frac{1}{4 \pi \epsilon_{0}} \frac{q p \cos (\theta)}{|\vec{r}|^{2}}+A e^{-\left(\frac{r}{\sigma}\right)^{2}}\right] \psi(r, \theta)=E \psi(r, \theta, \phi) \tag{3.36}
\end{equation*}
$$

The Laplacian in spherical coordinates is

$$
\begin{equation*}
\nabla^{2}=\nabla_{r}^{2}+\frac{1}{r^{2}} \nabla_{\Omega}^{2} \tag{3.37}
\end{equation*}
$$

with

$$
\begin{equation*}
\nabla_{r}^{2}=\frac{1}{r^{2}} \frac{\partial\left(r^{2} \frac{\partial}{\partial r}\right)}{\partial r}, \quad \nabla_{\Omega}^{2}=\frac{1}{\sin ^{2}(\theta)} \frac{\partial^{2}}{\partial \phi^{2}}+\frac{1}{\sin (\theta)} \frac{\partial\left(\sin (\theta) \frac{\partial}{\partial \theta}\right)}{\partial \theta} . \tag{3.38}
\end{equation*}
$$

Defining

$$
\begin{equation*}
U(r)=A e^{-\left(\frac{r}{\sigma}\right)^{2}}+\frac{1}{4 \pi \epsilon_{0}} \frac{q Q}{r^{2}}, \quad U(\theta)=p \cos (\theta) \tag{3.39}
\end{equation*}
$$

so that the potential can be rewritten as

$$
\begin{equation*}
U(\vec{r})=U(r)+\frac{\frac{1}{4 \pi \epsilon_{0}}}{r^{2}} q p \cos (\theta) . \tag{3.40}
\end{equation*}
$$

We can write (3.36) as

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m}\left[\nabla_{r}^{2}+\frac{1}{r^{2}} \nabla_{\Omega}^{2}\right] \psi(r, \theta)+\left[U(r)+\frac{1}{4 \pi \epsilon_{0} r^{2}} q p \cos (\theta)\right] \psi(r, \theta, \phi)=E \psi(r, \theta, \phi) \tag{3.41}
\end{equation*}
$$

From equation(3.41), it is evident that the Hamiltonian can be expressed as follows:

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 m} \nabla_{r}^{2}+U(r)+\frac{1}{2 m r^{2}} \hat{\beta}_{\Omega}, \tag{3.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\beta}_{\Omega}=-\hbar^{2} \nabla_{\Omega}^{2}+\frac{m q p}{2 \pi \epsilon_{0}} \cos (\theta) . \tag{3.43}
\end{equation*}
$$

It is direct to demonstrate that $\left[\hat{\beta}_{\Omega}, \hat{H}\right]=0$, so that $\hat{\beta}_{\Omega}$ is a constant of motion with a corresponding quantum number to classify the physical states of the system. The angular momentum is not conserved, but the term proportional to $\cos (\theta)$ compensates for it.

### 3.3.1 Non-dimensionalized equation

In order to non-dimensionalize the equation, we will introduce scale change: $\hat{r}=\alpha \vec{\eta}$, where $\vec{r}$ is measured in meters and $\vec{\eta}$ has no units. The constant $\alpha$ will be selected ahead.

The Laplacian is modified as follows:

$$
\begin{equation*}
\nabla_{\hat{r}}^{2}=\frac{1}{\alpha^{2}} \nabla_{\vec{\eta}}^{2} \tag{3.44}
\end{equation*}
$$

so that the Schrödinger equation is

$$
\begin{equation*}
\nabla_{\hat{\eta}}^{2} \psi+\frac{2 m \alpha^{2}}{\hbar^{2}}[E-q U(\vec{\eta})] \psi=0 . \tag{3.45}
\end{equation*}
$$

If we set $\alpha$ to be equal to the Bohr radius, $a_{0}$, the coefficient for the second term is:

$$
\begin{equation*}
\frac{2 m \alpha^{2}}{\hbar^{2}}=\frac{2 \hbar^{2}}{\frac{1}{4 \pi \epsilon_{0}} m e^{4}}=\frac{1}{\left|E_{1}\right|} . \tag{3.46}
\end{equation*}
$$

where $E_{1}$ is the absolute value of the ground state of energy spectrum from the hydrogen atom: $E_{n}=-\frac{E_{1}}{n^{2}}$. Where it is well known that $E_{1}=13.6 \mathrm{eV}$. So that (3.45) can be written as:

$$
\begin{equation*}
\nabla_{\hat{\eta}}^{2} \psi+\frac{2 m \alpha^{2}}{\hbar^{2}}\left[\epsilon-\frac{q U(\hat{\eta})}{\left|E_{1}\right|}\right] \psi=0 \tag{3.47}
\end{equation*}
$$

where $\epsilon=\frac{E}{\left|E_{1}\right|}$ is the energy measured in Rydbergs, and the potential is

$$
\begin{equation*}
U(\vec{\eta}) \equiv \frac{q U(\vec{r})}{\left|E_{1}\right|}=\frac{q}{\left|E_{1}\right|}\left\{\frac{1}{4 \pi \epsilon_{0}} \frac{Q}{r}+\frac{1}{4 \pi \epsilon_{0}} \frac{p \cos (\theta)}{r^{2}}+A e^{-\left(\frac{r}{\sigma}\right)^{2}}\right\} . \tag{3.48}
\end{equation*}
$$

To study the possible capture of an electron by the nanoparticle, we take: $q=-e$. We make $Q=Z e$ where $Z$ is the excess number of protons due to the ionization of the nanostructure. So, the first term of (3.48) is

$$
\begin{equation*}
U_{1}(\eta)=\frac{q}{\left|E_{1}\right|} \frac{1}{4 \pi \epsilon_{0}} \frac{Q}{r}=-\frac{2 Z}{\eta} . \tag{3.49}
\end{equation*}
$$

The second term is

$$
\begin{equation*}
U_{2}(\eta)=\frac{q}{\left|E_{1}\right|} \frac{1}{4 \pi \epsilon_{0}} \frac{p \cos (\theta)}{r^{2}}=\frac{2 p}{a_{0} e} \frac{\cos (\theta)}{\eta^{2}} . \tag{3.50}
\end{equation*}
$$

The unit for the dipole at atomic scales is the Debye: 1 Debye $=3.33564 \times 10^{-30} \mathrm{Cm}$. If $p$ is the electric dipole measured in Debyes $\tilde{D}=\frac{1 \text { Debye }}{3.33564 \times 10^{-30} \mathrm{Cm}}$, so that $\tilde{D}=$ $p \times\left(3.33564 \times 10^{-30} \mathrm{Cm}\right)$. The factor multiplying the $\cos (\theta)$ is $\frac{2 \tilde{D}}{a_{0} e}=p \times(0.78686)$. If we denote $g=0.78686$, it results:

$$
U_{2}(\vec{\eta})=g \frac{p \cos (\theta)}{\eta^{2}} .
$$

For the third term we take $\sigma=a_{0} \sigma_{\eta}$ and define $\tilde{A}=\frac{e A}{\left|E_{1}\right|}$, so that the height of the Gaussian function will be expressed in Rydbergs from now on.

It results that:

$$
\begin{equation*}
U_{3}(\eta)=\frac{e A}{\left|E_{1}\right|} e^{\left(-\frac{r}{\sigma}\right)^{2}}=\tilde{A} \exp \left(-\frac{\eta^{2}}{\sigma_{\eta}^{2}}\right) . \tag{3.51}
\end{equation*}
$$

In short, we can write the potential as follows:

$$
\begin{equation*}
U(\vec{\eta})=-\frac{2 Z}{\eta}+g \frac{p \cos (\theta)}{\eta^{2}}+\tilde{A} \exp \left(-\frac{\eta^{2}}{\sigma_{\eta}^{2}}\right), \tag{3.52}
\end{equation*}
$$

so the Schrödinger equation is:

$$
\begin{equation*}
\nabla_{\vec{\eta}}^{2} \psi+\{\epsilon-U(\vec{\eta})\} \psi=0 \tag{3.53}
\end{equation*}
$$

### 3.3.2 Separation of variables

The potential $U(\vec{\eta})$ can be written as the sum of a central potential plus another one containing the dipole term. It is defined as:

$$
\begin{equation*}
U_{\eta}=-\frac{2 Z}{\eta}+\tilde{A} \exp \left(-\frac{\eta^{2}}{\sigma_{\eta}^{2}}\right), \quad U_{\theta}=g p \cos (\theta) \tag{3.54}
\end{equation*}
$$

We denote $\nabla_{\eta}^{2}=\frac{\partial^{2}}{\partial \eta^{2}}+\frac{1}{\eta} \frac{\partial}{\partial \eta}$ and $\nabla_{\theta}^{2}=\frac{\partial^{2}}{\partial \theta^{2}}$, to write the Schrödinger equation as:

$$
\begin{equation*}
\left[\nabla_{\eta}^{2}+\frac{1}{\eta^{2}} \nabla_{\eta}^{2}\right] \psi+\left\{\epsilon-U_{\eta}-\frac{1}{\eta^{2}} U_{\theta}\right\} \psi=0 \tag{3.55}
\end{equation*}
$$

We propose a solution of the form $\psi(\eta, \theta, \phi)=R(\eta) F(\theta, \phi)$ where $F(\theta, \phi)=$ $\Theta(\theta) \Phi(\phi)$. The standard way produces three equations. For the radial coordinate it is

$$
\begin{equation*}
\nabla_{\eta}^{2} R(\eta)+\left[\epsilon-U_{\eta}\right]=\lambda R(\eta) \tag{3.56}
\end{equation*}
$$

and for the angular part it is

$$
\begin{equation*}
\left(\nabla_{\Omega}^{2}+\lambda-U_{\theta}\right) F(\theta, \phi)=0, \tag{3.57}
\end{equation*}
$$

where

$$
\begin{equation*}
\nabla_{\Omega}^{2}=\hat{D}_{\theta}+\frac{1}{\sin ^{2}(\theta)} \hat{D}_{\phi}, \tag{3.58}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{D}_{\theta}=\frac{1}{\sin (\theta)} \frac{\partial\left(\sin (\theta) \frac{\partial}{\partial \theta}\right)}{\partial \theta}, \quad \hat{D}_{\phi}=\frac{\partial^{2}}{\partial \phi^{2}} . \tag{3.59}
\end{equation*}
$$

Defining the operator

$$
\begin{equation*}
\hat{\beta_{\Omega}}=\hat{D}_{\theta}+\frac{1}{\sin ^{2}(\theta)} \hat{D}_{\phi}+g p \cos (\theta) \tag{3.60}
\end{equation*}
$$

One can directly demonstrate that $\left[\hat{H}, \hat{\beta_{\Omega}}\right]=0$, so that expression (3.60) is analogous to the constant of motion (3.25).

Written in the international system of units, equation (3.57) is the following eigenvalue equation:

$$
\begin{equation*}
\hat{\beta_{\Omega}} F(\theta, \phi)=\hbar^{2} \lambda F(\theta, \phi), \tag{3.61}
\end{equation*}
$$

where the operator is given by (3.43). So that

$$
\begin{equation*}
\hat{\beta_{\Omega}}=-\hbar^{2}\left(\hat{D}_{\theta}+\frac{1}{\sin ^{2}(\theta)} \hat{D}_{\phi}\right)+\hbar^{2} g p \cos (\theta) \tag{3.62}
\end{equation*}
$$

which is the constant of motion as given by the quantum number $\lambda$.
The radial equation can be taken to the form of a one-dimensional Schrödinger equation. We propose $R(\eta)=\frac{u(\eta)}{\eta}$ and obtain

$$
\begin{equation*}
\frac{d^{2} R_{n}^{\lambda}}{d \eta^{2}}+\left[\epsilon-U_{e f f}(\eta)\right] R_{n}^{\lambda}(\eta)=0 \tag{3.63}
\end{equation*}
$$

with effective potential

$$
\begin{equation*}
U_{e f f}(\eta)=-\frac{2 Z}{\eta}+\tilde{A} \exp \left(-\frac{\eta^{2}}{\sigma_{\eta}^{2}}\right)+\frac{\lambda}{\eta^{2}} . \tag{3.64}
\end{equation*}
$$

The quantum number $n$ accounts for the nodes present in the solution of the radial equation. The eigenvalue $\lambda$ appears in the centrifugal potential and plays a similar role akin to that of an angular momentum. Therefore, we will only consider values for when $\lambda>0$, due to the fact that for $\lambda<0$, when the effective potential increases its depth and begins to behave as an anti-centrifugal potential. This is physically unacceptable because in the limit $p \rightarrow 0$, the potential must decrease in depth. This coincides with the results of the classical study of the system where stable orbits are obtained if $\beta>0$.

Consequently, we have three quantum numbers available to classify the physical states of the system. The angular part of the problem provides two of them: $\lambda$ and $m$. The radial part provides the last quantum number, which counts the nodes of the radial function $R_{n}^{\lambda}(\eta)$.

The solution is defined in terms of the set of eigenfunctions as follows:

$$
\begin{equation*}
\psi_{n, \lambda, m}=R_{n}^{\lambda}(\eta) \Theta_{\lambda}^{m}(x) \Phi(\phi) \tag{3.65}
\end{equation*}
$$

### 3.3.3 Angular equation

The equation (3.57) is:

$$
\begin{equation*}
\left(\frac{1}{\sin ^{2}(\theta)} \frac{\partial^{2}}{\partial \phi^{2}}+\frac{1}{\sin (\theta)} \frac{\partial\left(\sin (\theta) \frac{\partial}{\partial \theta}\right)}{\partial \theta}+\lambda-U_{\theta}\right) F(\theta, \phi)=0 . \tag{3.66}
\end{equation*}
$$

The separation constants $m^{2}$ and $\lambda$ are used to obtain the following equations:

$$
\begin{gather*}
\frac{d^{2} \Phi(\phi)}{d \phi^{2}}+m^{2} \Phi(\phi)=0  \tag{3.67}\\
\left(1-x^{2}\right) \frac{d^{2} \Theta(x)}{d x^{2}}-2 x \frac{d \Theta(x)}{d x}+\left(\lambda-\frac{m^{2}}{1-x^{2}}-g p x\right) \Theta(x)=0 \tag{3.68}
\end{gather*}
$$

where $m$ must be an integer.
We introduce the single-value condition $\Phi(\phi)=\Phi(\phi+2 \pi)$.
Defining the operator

$$
\begin{equation*}
\hat{L}=\left(1-x^{2}\right) \frac{d^{2}}{d x^{2}}-2 x \frac{d}{d x}-\frac{m^{2}}{1-x^{2}} . \tag{3.69}
\end{equation*}
$$

The angular equation is rewritten in the following way:

$$
\begin{equation*}
\hat{L} \Theta_{\lambda}(x)-g p x \Theta_{\lambda}(x)=-\lambda \Theta_{\lambda}(x) \tag{3.70}
\end{equation*}
$$

where we find that it is possible to use the property

$$
\begin{equation*}
\hat{L}|l, m\rangle=l(l+1)|l, m\rangle, \tag{3.71}
\end{equation*}
$$

where $|l, m\rangle$ are normalized spherical harmonics:

$$
\begin{equation*}
|l, m\rangle=Y_{l}^{m}(x)=\sqrt{\frac{(2 l+1)(l-m)!}{4 \pi(l+m)!}} P_{l}^{m}(x) e^{i m \phi} \tag{3.72}
\end{equation*}
$$

which fulfill the orthonormalization relations: $\left\langle l^{\prime}, m^{\prime} \mid l, m\right\rangle=\delta_{l^{\prime}, l} \delta_{m^{\prime}, m}$. We propose building a solution using the expression

$$
\begin{equation*}
\Theta_{\lambda}(x)=\sum_{l=m}^{\infty} C_{m l}^{\lambda}|l, m\rangle . \tag{3.73}
\end{equation*}
$$

Plugging (3.73) in equation (3.68), one obtains the following matrix equation:

$$
\begin{equation*}
\sum_{l=m}^{\infty} C_{m l}^{\lambda} M_{l, l^{\prime}}=0 \tag{3.74}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{l, l^{\prime}}=[\lambda-l(l+1)] \delta_{l^{\prime}, l}-g p N_{l^{\prime}, l}, \tag{3.75}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{l, l^{\prime}}=\left\langle l^{\prime}, m^{\prime}\right| x|l, m\rangle . \tag{3.76}
\end{equation*}
$$

To evaluate (3.76), one can make use of the relations:

$$
\begin{gathered}
Y_{l}^{m}=\sqrt{\frac{(2 l+1)(l-m)!}{4 \pi(l+m)!}} P_{l}^{m}(x) e^{i m \phi}, \quad x P_{l}^{m}(x)=\left[\frac{l-m+1}{2 l+1} P_{l+1}^{m}(x)+\frac{l+m}{2 l+1} P_{l-1}^{m}(x)\right], \\
Y_{l+1}^{m}=\sqrt{\frac{(2 l+3)(l+1-m)!}{4 \pi((l-1+m)!)}} P_{l}^{m}(x) e^{i m \phi}, \\
Y_{l-1}^{m}=\sqrt{\frac{(2 l-1)(l-1-m)!}{4 \pi((l-1+m)!)}} P_{l-1}^{m}(x) e^{i m \phi} .
\end{gathered}
$$

The result is:

$$
x Y_{l}^{m}=A(l, m) Y_{l+1}^{m}+B(l, m) Y_{l-1}^{m},
$$

where

$$
\begin{equation*}
A(l, m)=\sqrt{\frac{(l-m+1)(l+m+1)}{(2 l+1)(2 l+3)}}, \quad B(l, m)=\sqrt{\frac{(l-m)(l+m)}{(2 l+1)(2 l-1)}} . \tag{3.77}
\end{equation*}
$$

The matrix is of the form

$$
\begin{equation*}
N_{l^{\prime}, l}=-g p\left[A(l, m) \delta_{l^{\prime}, l+1}+A(l, m) \delta_{l^{\prime}, l-1}\right] . \tag{3.78}
\end{equation*}
$$

Equation (3.74) represents the eigenvalue problem as provided by the quantum number $\lambda$, which is associated with the constant of motion $\hat{\beta}_{\Omega}$, given by (3.43).

As we will see, $\lambda$ plays role analogous to that of the angular momentum in central field problems and also controls the magnitude of the centrifugal part of the potential.

The solution for the angular part is denoted as

$$
\begin{equation*}
F_{\lambda}^{m}(\theta, \phi)=\Theta_{\lambda}^{m}(x) e^{i m \phi}=\sum_{l=m}^{\infty} C_{m l}^{\lambda}|l, m\rangle e^{i m \phi} . \tag{3.79}
\end{equation*}
$$

For every value of $m$, we have an expression like the one given in (3.73), and the influence of the electric dipole moment is communicated through the matrix in equation (3.78), which provides the elements of the diagonal in $M_{l, l^{\prime}}$.

To show its use we will choose several nanostructures with a known electric dipole. One of these could be a small cluster that does not have a spherical shape, however, we establish a working hypothesis where the electron orbitals surrounding the nucleus approach the nanostructure, in such a way that we are allowed to use the expressions given by (3.37-3.38) for the Laplacian as an acceptable approximation.

For every value of $p$ we obtain at least one value for $m$, which will allow us to calculate the eigenvalues $\lambda$ and the coefficients $C_{m, l}^{\lambda}$. We, in turn, calculate the wave function via equation (3.73), which, fortunately, converges quickly so that no more than six terms are needed in order to obtain precision superior to $1 \times 10^{-6}$.


Table 3.1: Eigenvalues $\lambda$ for $m=0, m=1$. Electric dipole moments from $p=1$ to $p=5$. Comparison with the values $l(l+1)$. Changes grow with $p$.

### 3.3.4 Solution to the matrix equation

Equation (3.74) was solved using the software Mathematica to work with finite matrices varying in dimensions of 10 by 10 , up to 15 by 15 , and finding there is no alteration in the digits of the calculated results. It was also solved using the programming language JULIA and the same results were obtained. We chose the interval $0 \leq p \leq 5$ because this is the range where most of the molecular dipole moments are found. There are clusters that reach higher dipole momenta but they will be explored as special cases later on.

Table 3.1 presents the values of $\lambda$ for a given $p$, when $m=0$ and $m=1$. The value for $l(l+1)$ is presented in the second row. It is the case for when no dipole is present.

We find that the differences between $\lambda$ and $l(l+1)$ are very small, meaning that it is not so different from that of the angular part of motion in a central field.

### 3.3.5 Plots

The physical system can be a sufficiently large cluster of water molecules, or other system of interest. In order to choose the values for the dipole moment we select a nanostructure formed by three molecules of gallium arsenide. As has been reported by Karaminis et. al. [26], the clusters of $(G a A s)_{n}$ were $n=3,4,5$, show great variety in the ways that they can arrange themselves atomically with different values of electric dipole moment. In particular when $n=3$, the atomic arrangement has $C s$ symmetry, where they find that $p=0.2589$ Debyes. In this case $q g p=0.814872$ and the eigenvalue $a=4 \lambda$. When the nanostructures are too small the spherical nature of the potential $V_{g}(\vec{r})$, as seen in (3.33), remains in question, but it is useful to propose this model as a work hypothesis. The eigenvalues are denoted by the symbol

$$
{ }^{p} \lambda_{j}^{m},
$$

where $p$ is the selected dipole moment, $m$ the projection of the angular momentum in the $z$ direction, and $j$ is the increasing order in which the non-negative eigenvalues appear. We only report cases for $m=0$.

We have analyzed the eigenfunctions of a $(G a A s)_{3}$ cluster and the most relevant ones are presented in Figure 3.1.


Figure 3.1: Angular probability densities for $(G a A s)_{3}, p=0.2589$. The values of $\lambda$ are small modifications of $l(l+1)$, with $l=0,1,2,3$. The curves are slightly larger for $\theta \sim 0$.

In order to properly understand the effect of the electric dipole acting on the angular momentum, we compare the eigenfunctions for $(G a A s)_{3}, L i C_{60}$ and $R b C_{60}$, whose dipoles are $p=\{0.2589,12.4,20.6\}$, respectively [2], as seen in Figure 3.2.

When the dipole moment is small, the state $\Theta_{1}^{0}$ differs very little from $|0,1\rangle$ of a central field system; nevertheless, when $p$ grows, we see an increase in probability density towards the hemisphere defined by the inequality $0 \leq \theta \leq \frac{\pi}{2}$. The same thing happens for states $\Theta_{2}^{0}, \Theta_{3}^{0}, \Theta_{4}^{0}$. This result is to be expected due to the fact that we are describing a negative charge that shows preference towards the direction $\theta=0$, where the positive part of the dipole is located.

### 3.4 Radial equation

This section concerns the solution of the radial part for some relevant cases. We take the height $\tilde{A}$ of the Gaussian potential at $10 R y$, which means it needs an electron with a higher energy that 136 eV to cross through the electronic cloud representing the cluster. The width of the Gaussian is chosen in such a way that the potential goes from positive to negative near the 9.44 Bohr mark which is approximately $5 \AA$. We solve equation (3.63) with a potential given by (3.64) using the shooting method.


Figure 3.2: Angular probability densities for $(G a A s)_{3}, R b C_{60}$, and $L i C_{60}$. When $p$ grows larger, there is a shift in probability towards the lower values of $\theta$.

This allows us to obtain the ground state and up to two excited states. We take the smallest positive eigenvalue for $m=0$ and set the electric dipole moment to $p=1$ and $p=5$. To distinguish between the resulting eigenvalues they are denoted as ${ }^{p} \lambda_{j}^{m}$, where $p$ is the value of the dipole moment, $m$ is the projection of the angular momentum in the $z$ axis, and $j=1,2$ being the ordering of $\lambda$ counting from smallest to largest, when $p$ and $m$ have given values.

For $p=1$, the smallest value ${ }^{1} \lambda_{1}^{0}=2.05822$. Taking $\sigma=4.74$, and making calculations produces the eigenfunctions shown in Figure 3.3.

For $p=5$, we have ${ }^{5} \lambda_{0}^{1}=2.59682$, and taking $\sigma=4.72$, as seen in Figure 3.4. Their energies are presented in Table 3.2, where it is clear that the eigenfunctions do not change much and that the values for the energy are very close in spite of the dipole term being multiplied by 5 . Thus, we compare the ground states for extremal cases, meaning we take the values ranging from ${ }^{5} \lambda_{0}^{1}$ to ${ }^{5} \lambda_{0}^{3}$, where the ground states are shown in Figure 3.5.

We observe that when the electric dipole grows, the resultant eigenfunctions slide positively in $\eta$ but the effect is very slight. This concludes the comparisons of states for the ground state $p=1$ and $p=5$. It should be noted that the reach of the interaction between the electron and the cluster is remarkable.


Figure 3.3: Radial probability amplitude for the case when $p=1, \lambda=2.05822, m=0, n=0,1,2$ nodes. The third excited state presents a high probability near 2.6 nm .


Figure 3.4: Radial probability amplitudes. Case for when $p=5,{ }^{5} \lambda_{0}^{1}=2.59682, m=0, n=$ $0,1,2$ nodes. The energy levels increase slightly and probabilities shift towards the right.

$$
\begin{array}{|l|l|}
\hline{ }^{1} \lambda_{0}^{1}=2.05822 \mathrm{eV} & { }^{5} \lambda_{0}^{1}=2.59682 \mathrm{eV} \\
\hline \epsilon_{0}=-1.05653 \mathrm{eV} & \epsilon_{0}=-1.03725 \mathrm{eV} \\
\hline \epsilon_{1}=-0.63774 \mathrm{eV} & \epsilon_{1}=-0.62774 \mathrm{eV} \\
\hline \epsilon_{2}=-0.42837 \mathrm{eV} & \epsilon_{2}=-0.42264 \mathrm{eV} \\
\hline
\end{array}
$$

Table 3.2: Energies for $p=1$ and $p=5$. When the eigenvalue $\lambda$ grows, the energies increase.


Figure 3.5: A) Radial probability amplitudes for their respective $\lambda$ with $p=1$ and $p=5$. When the values of $\lambda$ are closer, the curves are barely distinguishable; when it increases, the maximum value of the function decreases and shifts towards the right. B) Enlarging the picture shows the closeness of the curves for similar values of $\lambda$.

### 3.4.1 Ionization energies of the system

In this section, we present the energies of the physical systems that form when a cluster of ionized atoms manages the capture of an electron. It will be shown that they can lose it due to the presence of waves in the infrared spectrum, which makes it possible to detect their presence by looking at the absorption spectra in a controlled experiment. Systems whose electric dipole moments are within the range $1 \leq p \leq 5$ were analyzed. Due to the slow rate of change of energies we report only those with the three non-negative eigenvalues for the case of $p=1$, and the energies for the fourth non-negative eigenvalue for the case of $p=5$.

In Table 3.3, at $T=300$ Kelvin, the excited state ${ }^{5} \lambda_{4}^{0}$ has an energy below the numerical value of $K_{B} T$, where $k_{B}$ is the Boltzmann constant. In this case, the random collisions coming from the surrounding space can extract the electron, meaning that it is not a stable bound state.

| ${ }^{\mathbf{1}} \boldsymbol{\lambda}_{1}^{0}$ | absorbed spectral line |
| :--- | :--- |
| -1.05653 eV | $1.17346 \mu \mathrm{~m}$ |
| -0.637741 eV | $1.94405 \mu \mathrm{~m}$ |
| -0.428372 eV | $2.89421 \mu \mathrm{~m}$ |
| ${ }^{1} \boldsymbol{\lambda}_{2}^{0}$ |  |
| -0.918625 eV | $1.34963 \mu \mathrm{~m}$ |
| -0.567026 eV | $2.1865 \mu \mathrm{~m}$ |
| -0.387708 eV | $3.19777 \mu \mathrm{~m}$ |
| ${ }^{\mathbf{1}} \boldsymbol{\lambda}_{3}^{0}$ |  |
| -0.734947 eV | $1.68693 \mu \mathrm{~m}$ |
| -0.474507 eV | $2.61282 \mu \mathrm{~m}$ |
| -0.333267 eV | $3.72014 \mu \mathrm{~m}$ |
| ${ }^{\mathbf{5}} \boldsymbol{\lambda}_{\mathbf{4}}^{\mathbf{0}}$ |  |
| -0.540813 eV | $2.29247 \mu \mathrm{~m}$ |
| -0.165757 eV | $7.47964 \mu \mathrm{~m}$ |
| -0.0288181 eV | $43.0216 \mu \mathrm{~m}$ |

Table 3.3: The electron in any of these energies can absorb infrared radiation to be expelled.

### 3.5 Conclusions

In this chapter, we have studied the behavior of an electron in the vicinity of a ionized nanoparticle with electric dipole moment. Its presence is modeled using a Gaussian potential whose width can be selected according to the approximate extension of the nanostructure. We demonstrate that there is a constant of motion for these types of non-spherical potentials. It was obtained classically, and we also calculated its quantum operator analogue.

The classical description allows us to show that there are bound orbits in this kind of system.

For the quantum description we have three operators that commute with each other, which means they share eigenfunctions. These are classified using three quantum numbers, one for each operator.

The solution of the angular part of the Schrödinger equation (for the variable $\theta$ ) differs from the one of the central field only by a single term. We propose using spherical harmonics and find that it converges quickly. We analyzed the angular part of three different systems: $(G a A s)_{3}$, with a small dipole moment; $L i C_{60}$, and $R b C_{60}$, whose electric dipoles are very large. In the first case, the eigenfunctions differ very little from the spherical harmonics, whereas when the electric dipole grows considerably, we can appreciate a shift of the probability density towards $\theta=0$. This result is to be expected given that electrons tends to move towards the positive region of the dipole.

The radial equation is solved using the shooting method, which allows us to obtain the ground state and the two first excited states with relative ease. In this case, we used the values of $p=1,5$ Debyes, to distinguish the effect over the energies and the wave functions. We found that the energy levels shift in the order of $1 \times 10$ eV and above, which constitutes a modification of $0.6 \%$ to $1.8 \%$ with respect to the energy value for $p=1$ Debyes.

The radial functions also shift their maxima and minima to the right, similar to the case of a small centrifugal effect.

The ground state found for $p=1$ Debye is 40 times larger than the thermal energy at $T=300 \mathrm{~K}$. This means that the bound electron cannot be easily pulled by the thermal noise of a gas. However, it can be forced away by applying electromagnetic energy in the far infrared spectrum. The states described in this chapter can be detected in this manner. The maximum local values that the probability densities can reach, suggest that physical states play an active role in nucleation processes.
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